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ABSTRACT 

The current standard of simulating flood flow in natural river reaches is based on 

solving the 1-D or 2-D St. Venant equations or using hybrid 1-D/2-D models based on the 

same equations. These models are not always able to accurately predict floodwave 

propagation, especially around and downstream of regions where 3-D effects become 

important, or at times when the main assumptions associated with these models are violated 

(e.g. flow becomes pressurized due to presence of a hydraulic structure like a bridge or a 

culvert). A 3-D modeling approach, though computationally much more expensive, is not 

subject to such limitations and should be able to predict accurately predict floodwave 

propagation even in regions where 3-D effects are expected to be significant. This 

dissertation describes the development and validation of a 3-D time-accurate RANS-based 

model to study flood-related problems in natural environments. It also discusses how 

results from these 3-D simulations can be used to better calibrate lower order models. 

Applications are included where the flow becomes pressurized during high flow conditions 

and the sediment entrainment potential of the flow during the flooding event is estimated. 

Another important category of applications discussed in the present study are floodwave 

propagation induced by a sudden dam break failure. Results show that 2-D models show 

fairly large differences with 3-D model predictions especially in regions where 3-D effects 

are expected to be significant (e.g. near channel-floodplain transition, in highly curved 

channels, near hydraulic structures). The study also discusses the use of the validated 3-D 

model as an engineering design tool to identify the optimum solution for flood protection 

measures intended to reduce flooding in the Iowa River near Iowa City. 3-D simulation 

results are also used to discuss hysteresis effects in the relationship between bed shear stress 
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and the stage/discharge. Such effects need to be taken into consideration to accurately 

estimate erosion associated with the passage of a floodwave.  
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PUBLIC ABSTRACT 

Historically engineers have been challenged with designing structures that should 

sustain possible undesired events such as floods or earthquakes. Due to climate change, 

large floods are expected to occur more frequently, affecting existing infrastructure and 

people as they pass through populated areas or regions containing critical infrastructure 

(e.g. nuclear power plants). For instance, eastern Iowa was highly affected by the Flood of 

2008, which created losses in the order of billions of dollars. At flooding conditions, it is 

of crucial importance to know how the water will move. In other words, how high the water 

will be, which areas will become inundated and how fast the water will move. The current 

way of getting this information is based on using computer models that are based on solving 

a simplified set of equations. While they are able to provide a general representation of the 

floodwave propagation for many cases, they sometimes fail to replicate some important 

information (e.g. how fast a floodwave induced by a dam break event propagates, what is 

the erosion potential associated with the floodwave). A classic example is when the flow 

becomes pressurized over some regions. This thesis proposes a new way to compute 

floodwave propagation based on solving a fully 3-D Navier Stokes equations together with 

the free-surface position. It exemplified the use of the model to predict pressure scour 

effects associated with bridge deck submergence at high flow conditions during a flooding 

event and floodwave propagation induced by catastrophic dam failure. Using data from 

these computationally more expensive but more accurate simulations, one can test new 

modeling ideas in simpler 2-D or 1-D models or recalibrate these models to improve their 

accuracy.   
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CHAPTER 1 INTRODUCTION 

1.1 Background 

Flooding can have great repercussions on urban environments and can damage 

almost all structures placed in the floodplain. Knowledge of the flood extent and flood 

wave propagation velocity is of great importance for hydrologists and urban planners.  

Cities affected by flooding have shown increasing concern about the impact of 

flooding on their infrastructure, which in turn mobilized efforts on improving flood-

protection strategies as well as research initiatives to investigate flooding phenomena. 

Since flooding is both a hydraulic and a hydrologic phenomenon, the research goals were 

highly varied, ranging from scaling theory of peak flows or statistical analyses of floods to 

computational fluid dynamics models to simulate more accurately flood extents and 

durations.  

Predicting flood extent and flood propagation information is usually obtained from 

numerical simulations. Several types of models can be used to simulate flooding. Flooding 

in riverine or coastal environments is a very complex hydrodynamic phenomenon, in 

particular because of the flow interaction between channel-floodplain and river/coastal 

(estuary) dynamics. The presence of hydraulic structures (e.g., dams, weirs) that can 

modify the flow regime over a certain region and of large obstacles (e.g., buildings) 

generally results in increase flow complexity (e.g., strong secondary currents in horizontal 

plane, flow separation, increased 3-D effects, sharp increase or decrease of the free 

surface).  As such, numerical simulations of flooding in manmade or natural open channels 

and estuaries require the use of highly advanced numerical models to fully capture the fluid 

flow behavior, especially in areas where 3D effects such as flow separation or flow around 

a hydraulic structure are important. In addition, the numerical simulations should not just 

be able to predict the flow profile but also the corresponding free-surface elevation as a 

function of time.  Therefore, the simulation of flooding is a highly 3D and time-dependent 
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phenomena which should require the use of a fully 3D numerical model with free-surface 

tracking capabilities. However, given that in practical applications one is interested to 

predict floods in relatively large domains (kilometers to hundreds of kilometers in both 

horizontal directions) and the time scales associated with natural flooding events are 

relatively large (days to months), numerical approaches based on the simplified (depth-

averaged or shallow flow) equations of fluid flow are usually employed rather than solving 

the full 3D Navier-Stokes equations. The most popular approaches to predict floods in 

natural environments are based on the use of 1D St. Venant equations, 2D St. Venant 

equations (Shallow water equations) or hybrid 1D/2D St. Venant equations solvers with 

turbulence (roughness) parametrization based either on Chezy or Manning’s coefficients.  

Over the last two decades many attempts have been done to simulate flood extent 

and flood propagation using the aforementioned methods based on solving the shallow 

flow equations of motion. These simplified models are subject to limitations associated 

with the simplifications and assumptions inherent to depth averaging or section averaging 

the equations of motions. While relatively computationally inexpensive, these models were 

shown to often provide quite inaccurate predictions of the maximum flood levels during 

the propagation of the flood wave or of the dam break propagation speed (see Concerted 

Action on Dam-Break Modeling Final Report in 2000). As a result, one has to add large 

safety factors when results of these simulations are used in developing strategies to mitigate 

adverse flood effects. Moreover, the use of simplified methods (1D, 2D or hybrid 1D/2D 

St. Venant equations solvers) still calls for a good understanding of the 3D flow physics, 

which should also allow a better understanding of the main reasons why predictions using 

such simplified approaches are sometimes very inaccurate. For instance, 1D St. Venant 

model cannot simulate lateral flow into the floodplain accurately, whereas 2D St. Venant 

model cannot accurately predict flow in regions where separation and strong adverse 

pressure gradients are present (e.g., flow around hydraulic structures, flow in channels of 

high bank curvature). These limitations pose a strong case to the use of fully 3D non-
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hydrostatic models with free-surface tracking capabilities to predict flood extent and flood 

wave propagation. 

 Reynolds-Averaged Navier Stokes (RANS) models would be the desired choice to 

simulate flooding in 3D, but their up-to-date application to flooding problems is very 

scarce. On the other hand, with the proliferation of computing resources and the increase 

of computer speed, application of 3D RANS models to predict flooding in natural 

environments is possible, at least for small to medium size domains (lengths of couple of 

kilometers in each horizontal direction). One of the advantages of employing such a model 

is a reduced level of calibration compared to a 1D or 2D models, since the turbulence is 

now modeled using advance turbulence closure models that capture the turbulent behavior 

of the flow. Moreover, accounting for roughness effects it is much easier and less empirical 

compared to St-Venant-based models which use Manning’s formula to account for 

roughness effects. Eddy resolving models such as Large-Eddy simulation (LES), hybrid 

RANS-LES models such as Detached Eddy simulation (DES) or Direct Numerical 

simulation (DNS) are still, at the present time, too computational expensive to simulate 

flooding in real domains and over relevant time scales.   With further increase of computer 

power and improvements in parallelization techniques, it is envisioned that such 

approaches will become feasible in the future.   

1.2 Motivation 

Several studies have shown that the frequency of flooding will increase under 

current changing climatic conditions (Milly et al. 2002) making flooding a crucial topic of 

research for future planning of cities and major industrial works (e.g., nuclear plants). 

Several cities have been affected by flooding in the last 20 years (e.g. 2008 flood in Cedar 

Rapids in Northeast Iowa, USA or 2013 North India floods) which not only caused an 

immense amount of material damage but also loss of human lives. The estimated cost of 

the 2008 flood in Eastern Iowa was approximately $64 billion while the estimated cost of 
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the 2013 North India floods was $27 billion and 102 lives. As a result, flood prediction and 

mitigation is a very active area of research. In turn, this requires using a code with advanced 

numerics that can capture the complex unsteady hydrodynamics associated with 

propagation of a flood wave over a complex domain. 

The hydrodynamic behavior of floods cannot be accurately captured and 

understood using current, state-of-the-art approaches used for flood modeling that are 

based on solving the shallow flow equations in 1D or 2D. As already commented on, it is 

well documented that the flow behavior becomes highly 3-dimensional during unsteady 

events such as floods, especially in regions of high stream curvature, near the floodplain-

main channel boundaries, and around man-made obstacles (e.g., hydraulic structures places 

in the main channel or in its immediate vicinity, constructions situated on the flood plain).  

As such, a much more accurate approach for simulating flooding is the use of a fully 3-D 

non-hydrostatic 3D Navier-Stokes model, provided that the model can also simulate the 

deformations of the free surface as part of the solution.  

The increase of computing power over the last two decades makes the use of fully 

3D numerical models an attractive option for flood prediction. However, the development 

of such numerical tools requires careful validation. This is not so much because of the basic 

Navier-Stokes solver using a state-of-the-art RANS turbulence model, for which the 

performance is fairly well known, but because of the deformable free surface module. 

Though different methods can be used to track the free surface, all methods are subject to 

errors and their performance for flooding simulations in simple and complex domains is 

not clear. Another big challenge is to determine the minimum level of grid refinement 

needed to obtain accurate predictions of floods. This level of mesh refinement is different 

in different parts of the domains (e.g., the level of refinement should be larger in regions 

where 3D effects are expected to be important). Simply using very fine meshes over the 

whole domain is not an option, given the huge computational costs required to simulate 

flood propagation even for relatively small regions. This motivates, the present research 
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work that tries to develop a numerical model to predict flood propagation in natural 

domains, to formulate clear recommendations on how the model should be used, and to 

apply the model for several important classes of applications related to flood propagation 

and dam break problems. These applications should show the superiority of using 3-D 

models over the standard approach based on using 2-D models.  

Another motivation of the present work is the need to be able to assess the accuracy 

of standard 2-D St. Venant solvers used for flood propagation and dam-break problems. 

By performing 3-D and 2-D simulations for the same problem, one can compare the depth-

averaging the 3-D data with the 2-D simulation results. This should allow getting a better 

idea of the level of accuracy of the 2-D simulations and especially of the regions where 

these errors are relatively high. Then, using the depth-averaged 3-D solution, one can try 

to better calibrate the 2-D model or to test the effectiveness of implementing additional 

models/modifications trying to account for effects that are not captured in standard versions 

of these simpler models (e.g., curvature effects, presence of weirs, dams in the domain). 

Thus, the present work is also relevant in the context of efforts devoted to improvement of 

2-D St. Venant solvers, which will remain for some time the main tool to simulate floods 

and dam break problems over medium to large domains.  

Another motivation of the present work is related to design of flood protection 

measures and estimation of maximum erosion that can be induced by the passage of a flood 

wave in a certain critical region (e.g., around a bridge site where bridge piers are present). 

Once the model is validated, one can run simulations corresponding to different designs 

(e.g., in terms of position and size of flood barriers) and use the model as a tool to optimize 

design of flood protection structures. Though, in principle, this can also be done using a 2-

D solver, the accuracy of the predictions, especially those related to sediment entrainment 

capacity, should be much higher when a 3-D model is used, as the vertical distribution of 

the horizontal velocity is part of the solution in a 3D model. 2-D models simply assume a 

logarithmic distribution of the horizontal velocity in the vertical direction, which is 
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obviously wrong in regions where 3-D effects and secondary flow are important. 

Moreover, 2-D models predictions are basically worthless once flow changes regime from 

open channel flow to pressurized flow, a situation that can occur when hydraulic structures 

are placed along or across the main river channel (e.g., bridge piers, culverts).  

1.3 Research goals and objectives 

The present research tries to advance the state of the art in the field of numerical 

simulation of floods by using fully three-dimensional RANS models with a deformable 

free surface to predict flood wave propagation and flows triggered by dam breaks in natural 

environments.  

The first major goal of this research is to develop, investigate the predictive 

capabilities of, and successfully validate a fully 3-D non-hydrostatic RANS model with 

deformable free-surface capabilities using the Volume-of-Fluid method to be used in the 

simulation of flooding events in natural environments. The model should be able to predict 

flood waves associated with naturally induced floods or by the sudden structural failure of 

a dam or flood protection structures, such as levees.  The model will be developed within 

STARCCM+, a state-of-the-art general CFD software with advanced meshing capabilities 

and good scalability for RANS simulations performed on meshes with a large number of 

grid points.  

A second main goal will be to assess the performance of commonly used 2-D 

shallow flow solvers and to propose better ways to calibrate these models by using results 

from the 3-D simulations. Data generated by the 3-D model can be used for validation of 

lower order models. This is crucial given the lack of detailed validation data provided from 

direct measurements during floods.  

Previous applications of 3-D URANS-VOF applications for this type of problems 

was restricted to very short domain or to idealized cases (e.g., mostly steady flow in river 

reaches with natural bathymetry, sometimes containing hydraulic structures). The present 
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research will be a major step forward toward a wider application of such advanced 

methodologies for river flood research and flood hazard. As such, a related goal is to show 

that this approach can be successfully applied for several main types of problems in flood 

research.    

As the 3-D model provides the whole 3-D flow field and a much more accurate 

estimation of the bed shear stresses compared to the standard 2D shallow flow equations 

based models, a related goal is to get more insight into the physics of these flows and to 

evaluate quantities of engineering interest that cannot be accurately estimated using lower 

order models. As such, a related goal will be demonstrate that 3-D model can be used to 

estimate erosion potential at bridge sites for scenarios where the bridge deck becomes 

submerged during the passage of the flood wave and pressure scour effects become 

important. This is of crucial importance to insure proper design for structural stability of 

bridges, as most of the erosion at bridge piers and abutments occurs during floods.  Given 

the major flood damage that occurred during the floods of 2008, the state of Iowa has 

initiated major programs to estimate hazard due to sudden failure of hydraulic structures in 

the state. A related goal will be to illustrate the usefulness of the model to address such 

scenarios by applying the model to estimate hazard for a reservoir where a major structural 

failure has occurred. The model will be applied to model sudden dam break at two locations 

in the state of Iowa, near Des Moines and Iowa City, where most of the state population 

and major industrial sites are located.  

The long term goal of this research is to develop and test state of the art numerical 

modeling tools to improve flood monitoring and flood prediction efforts that should 

eventually allow the development of more accurate Flooding Maps.   

The main objectives of this study are: 

 

 to validate the 3-D model for a series of test cases in idealized geometries for which 

validation data is available mostly from laboratory experiments. These cases will 

test the different modules of the code and how well the code performs for time-
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accurate calculations. A related goal is to determine the mesh refinement 

requirements to get accurate results. 

 to validate the 3-D model for simulating flow in river reaches with real bathymetry. 

The main tests will be to simulate flow in river reaches of lengths ranging from 1 

to 18 km containing hydraulic structures (e.g., one or several hydraulic dams) for 

steady and unsteady (flood propagation) events. This will allow testing the model 

for cases where the flow regime changes between subcritical and supercritical and 

the implementation of the boundary conditions. 

 to quantify the errors associated with results obtained using  a calibrated 2-D depth-

averaged model, commonly used for flood predictions in research and consulting, 

based on comparison with 3-D model results at low and high low conditions. 

 to apply the 3-D model as a design tool for flood protection strategies, which 

include construction of flood protection walls or removal of river dams. 

 to quantify the potential for sediment entrainment during the passage of a 

floodwave, including possible pressure scour effects during the submergence of a 

bridge deck. 

 to quantify hysteresis effects on bed shear stress distributions associated with the 

passage of a flood wave in an open channel 

 to demonstrate the capability of the 3-D model to simulate flooding induced by the 

structural failures of dams under realistic conditions   

 to develop a methodology for recalibration of 2-D depth-averaged models to 

accurately capture the propagation of dam break floodwaves. 

1.4 Structure of thesis proposal 

The outline of the proposal is as follows. Chapter 2 provides a summary of current 

approaches to simulate flood propagation and dam break problems including 1-D, 2-D and 
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hybrid 1-D/2-D CFD approaches. In addition, current approaches for tracking the free-

surface in 3-D CFD codes are reviewed. Chapter 3 describes the fully 3D Unsteady 

Reynolds-Averaged Navier-Stokes (URANS) model coupled with an advanced 2-equation 

k-ε turbulence model with deformable free-surface capabilities via the Volume-of-Fluid 

(VOF) method. The chapter provides a description of the mesh generation procedure and 

boundary conditions. Finally, validation of the model for different steady and unsteady test 

cases with idealized geometry is presented. Chapter 4 discusses several validation 

calculations of flow profiles in river reaches with lengths ranging from 1 km to 18 km for 

low and high flow conditions. Errors associated with 2-D depth-averaged models are also 

discussed as well as possible flood protection strategies based on 3-D results. Chapter 5 

discusses the potential for sediment entrainment during the passage of a flood wave based 

on 3-D simulation results and possible pressure scour effects in channel/river reach 

containing a bridge induced during the times the bridge deck becomes submerged. Finally, 

Chapter 6 discusses 3-D and 2-D simulations of two realistic dam break scenarios for the 

state of Iowa and how to recalibrate 2-D models to better reproduce 3-D results.  
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CHAPTER 2 LITERATURE REVIEW 

In recent years the cost-effective generation of spatially-distributed numerical river 

corridor models has been facilitated by advances in algorithm model development to solve 

the governing non-linear equations and massive parallel-computing algorithms, and 

increased computing power. The proliferation of high-resolution digital elevation maps, 

hydrographic data and constant development of numerical tools has resulted in the 

development of hydrodynamic models capable of producing quantitative assessments of 

flood risk at very fine spatial and temporal scales (Hunter et al. 2007).  

2.1 Types of numerical hydraulic models 

Hydraulic models are classified according to the number of dimensions in which 

they represent the spatial domain. The selection of a one-, two- or three-dimensional model 

depends on the complexity of the flow processes to be numerically simulated. The flow 

behavior is highly three-dimensional, especially in regions of high stream curvature, near 

the regions where a tributary joins the main river (confluence hydrodynamic zone), near 

hydraulic structures such as river dams, groynes bridge piers and bridge abutments, and 

during high-flow conditions in which flow occurs over the floodplain, which can induce 

strong secondary flow. Each of these models have their own unique equations of motions. 

The three-dimensional equations of incompressible constant-density fluid motion are 

called the Navier-Stokes equations. They consist of a total of 4 equations which describe 

conservation of mass or continuity, and conservation of momentum in the three directions. 

Starting from the incompressible Navier-Stokes equations, one can depth-average the 

equations to obtain the Shallow Water equations (continuity and momentum for the depth 

averaged horizontal velocities), also called the depth-averaged Navier-Stokes equations or 

the 2-D St. Venant equations. When depth-averaging, one direction is eliminated (vertical 

direction), therefore reducing the complexity of the problem and imposing limitations on 

the applicability of these equations. The Navier-Stokes equations can also be section-



www.manaraa.com

11 
 

averaged. In this case, the final product are a set of 2 equations, usually called the 1-D St. 

Venant equations.   

2.2 One-dimensional numerical models 

Models based on solving the 1-D St. Venant equations are still the most used 

approach for simulating flooding. Among the most popular 1-D models are general codes 

such as HEC-RAS, developed by the U.S. Army Corps of Engineers, and MIKE 11, 

developed by DHI (Bates and Roo 2000). The 1-D St. Venant equations are shown below: 
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where ĥ  is the section-averaged depth of channel, U
~̂

is the section-averaged streamwise 

velocity, g  is the gravity acceleration, fS is the friction slope, 0S  is the bottom slope, t  is 

time and x is the direction along the centreline of the channel. 

Depending on the level of complexity, these equations can be classified as 

kinematic, diffusive and dynamic wave equations. The difference between these 

approximations are shown below: 
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The kinematic wave approximation (Equation 2.3) assumes that the friction slope 

(Sf) is equal to the bottom slope and that the flow is uniform. Both conditions can be 
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justified when the wave height is much smaller than the depth and when the mean channel 

velocity divided by depth and time scale is negligible compared to channel slope. This 

approximation is usually used in hydrologic models for channel flow routing such as HEC-

HMS.  

The diffusive wave approximation (Equation 2.4) adds another level of complexity 

and assumes that the inertial acceleration terms, both local and advective, are much smaller 

than the remaining terms. As a result, the friction slope balances the bottom slope and the 

pressure terms. This approximation is only valid when the flow is essentially subcritical. 

Some examples of codes that use this approximation are MIKE SHE and LISFLOOD-FP. 

The dynamic wave (Equation 2.5) describes the complete set of the 1-D St. Venant 

equations. It is the most challenging and numerically expensive form to solve when the 1-

D approach is used, but it is valid for all channel flow scenarios, at least for cases when the 

simplified assumptions associated with the 1-D approach are valid. HEC-RAS and 

MIKE11 are just 2 examples of 1-D codes that solve the dynamic wave equation. 

Some advantages of using a code based on the 1-D St. Venant equations is that they 

are computationally efficient, even when solving the dynamic wave equation. For example, 

such models can simulate streams with lengths greater of 100 km and are capable of 

simulating, albeit in a very approximate way, the effect of the presence of in-stream 

structures such as bridge deck and piers, culverts, low-head dams and lateral structures. 

However, they cannot simulate lateral diffusion of flood waves, discretization of the 

topography as sections instead of a surface (Hunter et al. 2007) and require extensive 

calibration for different flow conditions. Furthermore, cross-section location and 

orientation are decided by the modeler, which can lead to poor results if the modeler lacks 

experience (Bates and Roo 2000). 

Flooding in riverine environments have been modelled extensively using 1-D 

models. HEC-RAS (Casas et al., 2006, Omer et al., 2003) and HEC-2 (Mohammed, 2006) 

in particular have been applied to flood inundation studies in non-urban environments. The 
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focus of these studies was to investigate how changes in topography resolution affect the 

flood inundation extent, discharge and water surface elevation and the sensitivity of the 

solution to Manning’s coefficient. These studies concluded that 1-D models are highly 

sensitive to topography information. Mohammed (2006) used HEC-2 to develop a 

hydraulic model to predict flood levels in the Linggi River near the Seremban town, 

Malaysia for floods with different return periods ranging from 10 to 100 years. The 

calibrated model showed good agreement with respect to measured observations in terms 

of free-surface elevations that were predicted with errors in the order of 5% or smaller.  

One-dimensional models have also been applied to model dam/levee break 

problems (Choi et al., 2001, Mambretti et al., 2008, Zhang et al., 1992). In the 

aforementioned cases, the 1-D St. Venant equations were applied to replicate simple 

configuration dam breaks (flat bed, rectangular column of water). It was found that the 1-

D numerical model can replicate these phenomena with acceptable accuracy, as long as the 

geometries are simple and the ratio of flow depths upstream to downstream of the dam is 

moderate (less than 0.05).  

2.3 Two-dimensional numerical models 

The constraints of the 1-D St. Venant equations and the need for more information 

about the temporal and spatial evolution of the flood event led to the development and use 

of 2-D models. The solution of the 2-D Shallow Water equations can be divided, broadly 

speaking, in two main classes: Full solution of the Shallow Water equations and Simplified 

approximations called “Zero-Inertia” models. The 2-D Shallow-Water equations are shown 

below: 
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where h is the water depth, U
~

is depth averaged velocity in the x  direction, V
~

is the depth 

averaged velocity in the y  direction, g is the gravitational acceleration, bz is the bed 

elevation,  is density of fluid, xx~ , yy~ , yx~  and xy~ are the four components of the depth 

averaged shear stress tensor, and bx  and by are the bed shear stress components. 

In the Zero-Inertia models, the inertia terms are omitted. The solution of the full 

Shallow Water equations is subject to instabilities and convergence problems, therefore 

making the Zero-Inertia models an attractive alternative for practitioners. Moreover, the 

lack of inertial terms in the governing equations assumes that the inundation process is a 

slow phenomenon, thus the choice of a zero-inertia model is justified by the physical 

conditions, at least for many cases. (Hunter et al., 2007). 

The Shallow Water equations are not free of limitations due to the simplifying 

assumptions made in their derivation. Their main disadvantage is the lack of ability to 

simulate pressurized flow making them not ideal to simulate flow in domains containing 

culverts and bridges (Frank et al., 2001; Verwey 2001). Calculations using 2-D models are 

computationally more expensive compared to 1-D models and they are prompt to 

instabilities and convergence problems. Generating high quality 2-D meshes in complex 

domains is not always an easy task and requires experience. 

With the increase of computer power the application of the Shallow-Water equation 

model to simulate flood propagation has become the most attractive option and thus it has 

been applied to flooding in riverine, coastal and estuarine environments, as well as 

dam/levee break problems. For instance Musser and Dryer (2005) simulated  flooding in a 

4.6 mile reach of the Flint River at Albany, Georgia using FESWSMS. Their results 

showed good agreement with gage readings. Another simulation was performed by Wagner 

and Mueller (2001) using RMA-2. The model was used to simulate flooding in a reach of 

the Ohio River, Jefferson County, Kentucky. The model was calibrated for low flow 

conditions (35 000 cfs) and was successfully validated for high flow conditions (390 000 

cfs). O’Brien et al. (1993) successfully used FLO-2D to simulate the 1993 mudflows in 
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Rudd Creek in Davis County, Utah. Their simulation results of area of inundation, 

maximum flow depth, frontal wave flow depths and velocities, and final deposits of mud 

compared well with measurements. 

Some examples of application of 2-D depth-averaged CFD codes to dam break 

problems include the work of Xanthopoulos and Koutitas (1976) and Singh et al (2011). 

Singh et al (2011) developed a 2-D model and applied it to simulating the realistic 

Malpasset dam failure in the Reyran River, France in 1959. The solution showed that the 

errors in flood arrival time decreased with increasing distance downstream of the dam. The 

closest location for data comparison was located approximately 2 km downstream of the 

dam and showed 4% error whereas the points located approximately 6 and 7 km 

downstream of the dam showed errors less than 1%.  

Hervouet (2000) also performed a comparison between 1-D and 2-D models 

applied to the realistic dam break case of the Malpasset dam. In order to obtain free-surface 

elevation measurements to be used for validation, a 1:400 scale model was constructed. It 

was found that the 1-D and 2-D codes gave overall comparable predictions. For example, 

the free-surface elevation differences between the predictions by the two models ranged 

from 10 cm to 10 m, the differences between the 1-D model and experimental results 

ranged from 30 cm to 11 m, while the differences between the 2-D model and the 

experimental results ranged from 14 cm to 7 m. 

2.4 1-D/2-D coupled flow models 

A compromise between 1-D and 2-D modeling approaches are hybrid 1D/2-D 

methods. Such methods were developed to reduce computation time while still maintaining 

the capability of simulating in-stream structures. The main idea is to model the channel 

flow using a 1-D model and the floodplain flow using a 2-D model. By assuming one-

dimensional flow in the main channel, the grid cell size is no longer limited by the channel 

width, allowing the grid cell size to increase (Dhondia and Stelling, 2002) and therefore 
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reducing the computational cost. By assuming 2-D flow over the floodplain, lateral wave 

diffusion can be accurately accounted, especially in complex terrains and urban 

environments (Syme et al., 2004).  

The linkage between the 1D and 2D models can be achieved in several ways. One 

of the most common ways is to link them laterally with a simple weir equation, which 

makes momentum not be conserved, such as is done in the MIKE FLOOD software (DHI, 

2009). Another approach is to keep the free surface continuous across the linkage and to 

conserve the 1D-2D volume, such as in done in the Delft 1D-2D software (Frank et al., 

2001). 

Horrit and Bates (2002) performed a comparison between flood inundations 

models, namely HEC-RAS (1D), LISFLOOD-FP (Coupled 1D/2D) and TELEMAC-2D 

(2D). The models were applied to predict flooding in a 60-km reach of the Severn River, 

UK. It was concluded that both HEC-RAS and TELEMAC-2D are capable to represent 

flood extent and discharge. LISFLOOD-FP had to be calibrated against independent 

inundation area in order for it to obtain acceptable results. It was also found that both 

TELEMAC-2D and HEC-RAS are capable of making equally good predictions in terms of 

flowrates and flood inundation extent, with TELEMAC-2D having marginally better 

results than HEC-RAS. LISFLOOD-FP had consistently the poorest results amongst the 

three models and it required independent validation to obtain accurate results (calibration 

based on inundated area rather than based on the flowrate).  

All 1-D, 2-D and coupled 1D/2D hydraulic models are sensitive to errors of 

measurements in rating curves, spatial resolution of elevation data, and the inherent 

simplifying assumptions of the governing equations. Flow boundary conditions are usually 

specified based on rating curves, developed by assuming uniform steady flow in the entire 

cross section of the channel. Such rating curves are subject to errors from measurement of 

cross-sectional geometry, which usually range from 4 to 6% (Sauer and Meyer, 1992) and 

from the assumption of uniformity of velocity in the cross section. In addition, under high 
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flow conditions, the errors in discharge measurements can be as high as 20 percent 

(Pappenberger et al., 2006) due to non-uniformity of overbank flow. Finally, roughness 

effects have to be calibrated and are mostly based on visual estimation, resulting in 

oversimplification of land cover heterogeneity. 

2.5 Three-dimensional numerical models 

Even though a fully 3-D numerical simulation of flood flows is the most accurate 

way to model the flood event, there are only a handful of attempts made in the literature. 

This is mostly due to their high computational costs related to using meshes with a large 

number of cells and sufficiently small time steps to insure convergence. For most practical 

applications, one needs to use parallel computing in order to obtain solutions in a 

reasonable amount of physical time. This, in turn requires a highly scalable code. The 

capability of the grid generator associated with the code to generate high quality meshes 

with regions of finer mesh refinement in critical flow regions and smooth transition toward 

the regions of coarser mesh refinement is another limiting factor in the widespread use of 

3-D codes for flooding applications in natural environments. 

During a flood event, the free surface is moving in time and space, which means 

that the position of the boundary between water and air is unknown and has to be 

determined as part of the solution. In the framework of 3-D models, free-surface flows are 

analyzed via three main types of methods: moving-grid methods, fixed-grid methods and 

particle methods (Floryan and Rasmussen, 1989). These methods are briefly described 

next.  

2.5.1 Moving grid methods 

Moving grid methods, as their name suggests, are Lagrangian methods that reshape 

the grid close to the free surface in order to make the grid fit the shape of the free-surface. 

Some examples of moving grid methods are strictly Lagrangian methods, free Lagrangian 

methods and mixed Lagrangian-Eulerian methods. For instance, in a strictly Lagrangian 
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method, the grid close to the interface is moved as long as the geometry is simple and the 

steepness is small (Hirt et al. 1970). When high deformation of the mesh arises, the 

elements must be switched and reconnected around the free surface. This is the principle 

behind Lagrangian methods with rezoning (Hirt et al. 1974).   

As river and flood flows are generally shallow, the simplest way to implement a 

moving grid method in a structured mesh 3-D code is to keep the bed mesh fixed and to 

use vertical grid lines extending from the fixed bed to the moving free surface. The 

distribution of the points along these grid lines will change as the free surface moves but 

the number of points (cells) in the vertical direction will remain constant as points are just 

redistributed vertically at each horizontal location. The governing equations should contain 

some extra terms accounting for the temporal evolution of the cells. However, in some 

applications these terms can be neglected. In fact, using the standard fixed mesh governing 

equations with moving meshes is correct, if one is interested only in the final steady 

solution. Such an approach was used by Zeng and Constantinescu (2007) to simulate flow 

in a meandering channel and flow in highly curved open channels with fixed or deformed 

bed. In their work, the free-surface elevation was obtained implicitly by applying the 

kinematic free-surface boundary condition while the dynamic free-surface boundary 

condition was applied to provide boundary conditions for velocity and pressure. The 

deformable free-surface (moveable mesh) capabilities were validates mainly using two test 

cases: Flow in an S-shaped channel with trapezoidal cross section and Flow in a 193○ 

degree channel bend with rectangular cross section. Both test cases assumed a fixed flat 

bed. The results, in terms of predicted transverse free-surface elevation and longitudinal 

free-surface elevation along the two banks, showed really good agreement with 

experimental data. Meselhe and Sotiropoulos (2000) applied a similar treatment of the free-

surface to calculate the free-surface deflections, thus obtaining accurate results in channels 

containing medium to large curved bends. While adaptive mesh techniques for free-surface 

tracking have not been applied to rivers, they should in principle work.  
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2.5.2 Fixed grid methods 

In the case of fixed grid methods, there is no need to change the grid in order to 

capture the location of the free surface, since the grid itself covers both the water and air 

regions. There are two subcategories of fixed grid methods: surface tracking and surface 

capturing methods. In the case of surface tracking methods, a set of pointers identifies the 

location of the free-surface, whereas in the case of surface-capturing methods, the free 

surface is identified by an iso-contour of a scalar value.  

All fixed grid methods can work for cases when the boundary conditions are steady 

or unsteady. Most previous applications in hydraulics and river engineering report 

simulations conducted with steady boundary conditions in which the deformations of the 

free surface were induced mainly as a result of the pressure gradients induced by the flow 

(e.g., super elevation of the free surface at the outer bank of a bend or raising of the free 

surface close to the stagnation region of flow past a bridge pier). In such applications, the 

solution is generally steady. Another main category of applications are dam break 

simulations. Here again the inflow conditions are generally steady, though the solution is 

highly unsteady, and the deformations of the free surface are generally much larger 

compared to the previous type of applications. Very few applications were reported for 

cases when the boundary conditions are unsteady (e.g., a flood wave is introduced at the 

inlet). Some examples are the works performed by Shen et al. (2004) and Zhang et al. 

(2013). 

2.5.2.1 Level set method 

In the case of surface-capturing methods, the Level Set method (Osher and Sethian, 

1988) is one of the most commonly employed. The scalar function used to track the location 

of the free surface is the distance perpendicular to the interface. This function is defined 

such that is positive in the water region, zero at the interface and negative in the air region. 

Equations 2.9 and 2.10 shows the basic equations of the Level Set method.  
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where   is the Level set function, u


is the velocity vector, t  is time and d is the 

perpendicular distance to the interface. Equation 2.9 expresses the kinematic free-surface 

boundary condition. However, Equation 2.9 does not preserve the perpendicular distance 

to the interface, d , at all times, since sharp gradients may arise. In order to preserve the 

perpendicular distance to the interface, the values of the Level Set function, , should be 

reinitialized. One solution is to solve a partial differential equation (e.g., see Sussman et 

al., 1994), as shown in Equation 2.11 
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where d is the perpendicular distance to the interface, 0d  is equal to the computed Level 

Set function after computing the evolution of the Level Set (Equation 2.9),  0ds  is a 

smoothed signed function as shown in Equation 2.13,   is an artificial time and   is 

usually the length of one grid cell.  

The main advantage of the Level Set method is that it is relatively easy to 

implement, even in 3-D codes. Moreover, the curvature of the free surface is easily 

captured. However, the signed distance function and the evolution of the Level Set induce 

significant numerical diffusion, which produces loss of mass over time. This is the most 

significant disadvantage of the Level Set method.  
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The Level Set method was applied for flows in open channels with deformable free 

surface, including for channels with realistic bathymetry and channels containing hydraulic 

structures. Several applications were reported by Kang et al. (2011) and Kang and 

Sotiropoulos (2012) for the case when the boundary conditions are steady. A 3D non-

hydrostatic code in general curvilinear coordinates with free-surface evolution computed 

using the Level Set method was developed to simulate open channel flow with complex 

embedded hydraulic structures such as groynes, boulders and bridge piers.  

One relevant 3-D case studied by Kang et al. (2011) was the free-surface flow past 

a rock structure in an open channel. A straight open channel was considered with an 

embedded rock structure, cross vane, typically used in river restoration projects (Figure 

2.1). The computational results were compared with experimental results obtained in a 12 

m long and 0.9 m wide flume located in St. Anthony Falls Lab. The cross vane was located 

midway in the channel. The average water depth and velocity were 0.17 m and 0.24 m/s 

respectively. The corresponding Reynolds and Froude numbers were 4.08 x 104 and 0.19 

based on mean values for depth and velocity. Based on the physical values, the 

computational domain was created by considering the inlet and the outlet 3 m and 9 m 

downstream of the inlet of the flume, making the computational domain 6 m long, 0.9 m 

wide and 0.32 m high. The domain was discretized with 191 x 151 x 121 nodes in x, y and 

z directions respectively, making the total number of nodes approximately 3.5 million 

(Figure 2.2). Figure 2.3 shows the spatial distribution of streamwise velocity, free-surface 

elevation and local Froude number at the interface predicted by the 3-D simulation. The 

code was used to calculate a steady state RANS solution for this problem. One can see that 

the code can capture important 3-D effects such as the wake formed behind the cross vane 

near the two side walls. The elevation of the free-surface decreases as the flow goes through 

the cross vane, with the lowest free-surface elevation located right above the rocks near the 

sidewalls. These low free-surface elevation regions create in turn a change of the local 

Froude number from subcritical to supercritical, thus demonstrating the code capability on 
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dealing with complex local effects such as transcritical flow. In addition, the free-surface 

elevation was validated with experimental results as shown in Figure 2.4 and Figure 2.5, 

where it is clearly shown that the 3-D models results are in good agreement with 

experimental measurements.  

A second relevant case calculated using the same code considered 3D free-surface 

flow in a meandering stream with complex natural bathymetry. The meandering channel 

used to conduct the experiment was installed in the St. Anthony Falls Laboratory Outdoor 

StreamLab (OSL). The bankfull discharge was 2.85 x 10-1 m3/s with channel width and 

depth being approximately 3 m and 0.3 m, respectively. The corresponding Reynolds 

number was equal to 105, while the Froude number was equal to 0.4. The computational 

domain was discretized using 472 736 triangular elements with a grid point distribution of 

191 x 51 x 96 nodes in the streamwise, transverse and vertical directions, respectively. 

Figure 2.6 shows the plan view of the computational domain with bathymetry elevation 

contours for reference. As in the previous case, the flow velocity (velocity magnitude), 

free-surface elevation and local Froude number were calculated. They are shown in Figure 

2.7. As the flow enters the domain, the velocity is quite high in the straight region in which 

the cross sectional area is small. Once the flow enters the bend region, the core of high 

velocity moves towards the outer bank while the velocity magnitude decreases due to the 

increase of cross sectional area. Consistently, as the flow leaves the first bank and enters a 

straight region with small cross sectional area, the velocity magnitude increases and the 

core of high velocity moves towards the center of the channel. The flow then enters the 

second bend in which the behavior is consistent with the first bend. The sudden increase 

of velocity magnitude in the straight region between the first and second bend created in 

turn a decrease in free-surface elevation. Both effects combined made the flow transition 

locally from subcritical to supercritical. The prediction of the free-surface elevation in the 

steady state simulation was validated using experimental results as shown in Figure 2.8, in 

which good agreement between simulation and experiment was observed. 
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Level Set methods have also been applied to dam break problems in simple 

geometries, mostly in 2-D (e.g., Liang et al., 2011). Balabel (2015) performed an unsteady 

RANS with deformable free-surface captured using the Level Set method of a 2-D dam 

break. He considered a water column height of 10 cm and length of 1 m (Figure 2.9) inside 

a flume 25 cm long and 1 m high. Figure 2.10 shows the location of the bore as a function 

of the non-dimensional time, while Figure 2.11 shows the time evolution of the dam break. 

The results were compared with experimental results and it was shown that the Level Set 

method can accurately represent the location of the free-surface and complex topological 

changes of the turbulent flow. In addition, the influence of the density ratio between the 

fluids and the initial elevation of the water column was studied numerically. It was found 

that the higher the density ratio and the higher the initial column of water, the faster the 

gravity wave caused by the dam break travels (Figure 2.12).  

The Level Set method has been successfully applied to problems with unsteady 

boundary conditions in which the location of the free-surface, as well as the pressure and 

velocity fields at a specified boundary, was changing in time. Chen and Yu (2009) 

successfully employed a fully 3D- non-hydrostatic unsteady Navier-Stokes solver coupled 

with the level set method to model wave-body interaction problems, such as a wave passing 

through a rectangular obstacle and pitch/heave motions of ships under wave action. Carrica 

et al. (2007) developed a 3-D unsteady RANS code coupled with a modified version of the 

Level Set method (single-phase version). The code was successfully validated with test 

cases that involved wave propagation. 

2.5.2.2 Volume-of-fluid method 

One of the most common surface-tracking methods for 3-D simulations in complex 

domains is the Volume-of-Fluid (VOF) method (Hirt and Nichols, 1981). In this method, 

the volume fraction occupied by the liquid (water) is tracked. Equation 2.14 shows the 

evolution of the volume fraction function. 
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where  is the volume fraction of the specified fluid, u


 is the velocity vector and t  is time. 

As the volume fraction function is not smooth across the interface; therefore, the interface 

needs to be reconstructed in terms of the volume fraction. The first of the two most common 

techniques used to reconstruct the interface is the Simple Line Interface Calculation (SLIC) 

by Noah and Woodward (1976). In this technique, the interface propagates with the fluid 

and the lines are assumed parallel to one of the edges of the computational cell. The Hirt 

and Nichols VOF method (1981) employs a reconstruction similar to the SLIC, in which 

the interface is assumed as a straight line in which the location and slope are of the line 

depend on the average value of the volume fraction and the gradient of it in the neighboring 

cells. The second most common technique for interpolation is called Piecewise Line 

Interface Calculation (PLIC) by Young (1982), in which the slope of the interface is 

determined by the interface normal approaching the interface. During the reconstruction of 

the interface, the curvature of the free-surface becomes non-continuous. The VOF method 

conserves mass greatly and it is very robust, making it capable of dealing with a wide array 

of problems. On the other hand, due to the reconstruction procedure it is very difficult to 

implement and the curvature of the interface is non-continuous.  

The VOF method has been the most popular approach for river engineering 

applications in which the free surface deformations are relatively large such that the 

commonly-used rigid lid approximation introduces large errors. One such application of 

flow in an open channel was reported by Ma et al. (2002).  A fully 3D non-hydrostatic 

model with a VOF module was developed in FLUENT, a state-of-the-art CFD commercial 

code. The field site was situated on the River Calder, Todmorten, United Kingdom. The 

reach was 175 m long, 10 m wide and had vertical stone-sided walls of 3.5 m high with an 

average bed slope of 0.0035. A physical scale model was constructed with a 1:35 ratio, 
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making the model 5 m long, 0.3 m wide and 0.5 m deep. The scaled discharge was set to a 

constant 12.4 l/s which is equivalent to a discharge of 89.9 m3/s with an approximate return 

period of 100 years in the actual river. Four different computational grids were tested: 

101x11x8, 101x22x16, 202x22x16 and 202x22x32. Figure 2.13 shows the bathymetry 

used in the computational model, while Figure 2.14 shows a streamwise view of the 

computational grid. Experimental results are compared to numerical results obtained on 

the 202x22x16 computational grid. Figure 2.15 compares the streamwise and transversal 

free-surface elevations. The free-surface elevation shows very good agreement with 

experimental results. In terms of velocity profiles (Figure 2.16), the model performed fairly 

well based on general pattern of fluid flow and velocity magnitudes. The shift on the core 

of high velocity towards the left in the experimental results can be explained by the 

asymmetry of the inflow velocity, which is created by the asymmetry of bed topography 

prior to the start of the physical model. In conclusion, a fully 3D non-hydrostatic model 

coupled with the VOF module was able to accurately predict the free-surface elevation in 

both streamwise and transverse directions, as well as accurately representing the velocity 

field in an open channel of complex bathymetry under steady state conditions. 

Other examples of VOF applications for river engineering problems include the 

work of Rodriguez et al. (2004), Endreny et al. (2011) and Fu et al. (2007). Rodriguez et 

al. (2004) successfully developed a fully 3D non-hydrostatic RANS model in FLOW3D to 

simulate flow in a highly sinuous river reach of approximately 50 m length (20-40 times 

the average depth of the channel). FLOW3D results were compared to depth-averaged 

results obtained using STREMR, a Shallow-Water equation solver developed by the 

Waterways Experimental Station of the U.S. Army Corps of Engineers. It was found that 

both FLOW3D and STREMR were capable of representing the mean flow profiles. Some 

differences were noted and they were attributed to the adverse pressure gradients created 

by 3D effects inside the curved parts of the channel and, in particular, by the secondary 

flows which cannot be well captured by 2-D models. Endreny et al. (2011) analyzed the 
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hyporheic response to hydraulic jumps created by river steps using a fully 3D non-

hydrostatic code coupled with the Volume-of-Fluid method. It was found that the hydraulic 

jump affects extensively the flow patterns in the surface water and in the groundwater parts 

of the flow domain. They found that failure to represent the hydraulic jump accurately can 

lead to errors of approximately 75% in subsurface flow paths. Fu et al. (2007) used a 3D 

RANS model with the Volume-of-Fluid method to calculate the flow field and analyze the 

spawning sites for Chinese sturgeon near the downstream site of the Gezhouba dam, 

located in the Hubei province of China. Fu et al. (2007) were able to successfully identify 

the optimal locations for spawning sites which can be used as theoretical support for 

ecological conservation practices and proper management of the Three Gorges Reservoir. 

Another main type of applications were the VOF method was used in river 

engineering is the calculation of unsteady flow induced by a dam break (Biscarini et al. 

2010, Ozmen-Catagay et al. 2014, Ozmen-Catagay and Kocaman, 2011, Yang et al. 2010). 

Biscarini, Francesco and Manciolo (2010) made a detailed assessment of the capabilities 

of a fully 3-D non-hydrostatic RANS model with VOF developed in OpenFOAM, a free 

open source CFD code, to simulate dam-break flows. They discuss three test cases that are 

simplified versions of realistic dam-break scenarios. Moreover, a detailed comparison 

between results obtained using the 3-D model with VOF and a 2-D Shallow Water 

Equations model, CCHE2-D, was performed.  

The first test case was a partial, instantaneous dam break over a flat-bed without 

friction. The setup was as follows: a 200 m square region contains a dam in the middle 

with an opening of 75 m asymmetrically positioned along the dam (Figure 2.17). Initially, 

the water elevation upstream of the dam was set to 10 m, while it was set to 5 m everywhere 

else. The results obtained with the 3-D model were compared to the numerical results 

obtained with the 2-D code proposed by of Fennema and Chaundry (1990) as well as with 

results obtained using a 2-D code, CCHE2-D. The time step was set to 0.02 s in both 

models. Figure 2.18 shows the distribution of the free-surface elevation 7.2 s after the 
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sudden collapse of the column of water. The free-surface elevations immediately upstream 

of the dam opening are lower in the 3-D model results than those predicted by the 2-D 

model, making the celerity of the gravity wave predicted in the 3-D simulation greater than 

the one predicted by the 2-D model (Figure 2.19). These observations are consistent with 

those made by De Maio (2004), who attributed these differences to the three-

dimensionality of the gravity force during the initial stages of the event. Figure 2.20 shows 

the location of section E-E in the computational domain, the water depth time history at 

section E-E and the corresponding discharge hydrograph at this section. The 2-D model 

underestimates the peak water depth and the peak discharge by approximately 10% and 

30%, respectively. Thus, it was concluded that 2-D models are inadequate in accurately 

simulating the generation and propagation of the gravity wave immediately after the 

collapse of the dam.  

The second dam-break case considered flow over a triangular obstacle placed in a 

laboratory flume (Soarez-Frazao, 2002). The experimental setup is shown in Figure 2.21 

and consists of a relatively shallow column of water of 2.39 m of length and 0.11 m of 

depth at rest inside a closed rectangular channel 5.6 m long and 0.5 m wide. The center of 

the bump was located 2.06 m downstream of the column of water and its dimensions are 

0.065 m high, 0.9 m long with side slopes of 0.014. Downstream of the bump, a shallow 

pool of 0.065 m was present. Due to the small width of the channel, the test case can be 

considered basically two-dimensional. This allows to highlight the differences between the 

3-D and 2-D models (Figure 2.22), as in principle 2-D models applied to a 2-D problem 

should perform as well as 3-D models. The simulations were carried with a constant time 

step of 0.01 s and with a spatial resolution of 0.5 m. Figure 2.23 shows the evolution of the 

free-surface elevation near the bump at 1.8 s, 3 s, 3.7 s and 8.4 s after the start of the flow. 

As the wave propagates and hits the bump, it creates a backwater effect due to the reflection 

of the wave on the obstruction. At the first snapshot it is clear that the 2-D model is 

incapable of representing the front wave location. At 3 s after the dam break, the wave has 
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already overcome the bump and is traveling downstream of it. The 3-D model clearly 

captures the bore propagating downstream of the bump, which is in good agreement with 

experimental data, while no bore is present in the 2-D model results. This is an indication 

that the bore predicted in the 2-D model simulation is late compared to both experimental 

results and the 3-D model results. At 3.7 s after the dam break, the wave has hit the back 

wall and is travelling upstream toward the downstream face of the bump. The 3-D model 

is able to capture this behavior more accurately than the 2-D model, which shows a 

relatively flat free-surface elevation. At 8.4 s after the dam break, the wave has reflected 

twice on the back wall and has made its way through the obstruction. Clear differences can 

be observed between both models. In general, the 2-D model overpredicts the free-surface 

elevation upstream of the bump and underpredicts it downstream. The shape of the free-

surface elevation in the 2-D simulation is essentially flat compared to the 3-D simulation, 

which represents better the phenomena. 

The third and last test case corresponded to an experiment of a dam break flow over 

a 90○ bend performed by Frazao and Zech (2002). A 2.4 m2 reservoir was connected with 

a 0.495 m wide L-shaped rectangular channel of 4 m length directly downstream of the 

reservoir followed by a 3 m extension after the 90○ bend (Figure 2.24). The reservoir is 

initially filled up to an elevation of 53 cm, which is 20 cm above the L-channel bottom 

elevation.  The shape of the downstream region of the dam is of great importance since it 

may create an increase of water elevation upstream and even slow down the front 

propagating wave. The simulations were performed with a constant time step of 0.02 s with 

a spatial resolution of 0.01 m. Figure 2.25 shows the temporal evolution of the free-surface 

elevation along the outer wall of the channel at 3 s, 5 s, 7 s and 14 s after the dam break in 

the experiment and numerical simulations.  Figure 2.26 shows a 3-D view of the temporal 

evolution of the free surface in the experiment until 14 s after the dam break occurred. As 

soon as the column of water collapses, it starts to move downstream until it hits the 90○ 

bend. Then, the water reflects and there is a backwater wave propagating upstream of the 
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bend towards the reservoir. The 3-D model is able to predict with high accuracy the free-

surface elevation at all times during the simulation with respect to experimental results. 

Significant differences between 3-D model and the 2-D model were observed between 3 s 

and 7 s after the dam break occurred. However, at 14 s after the dam break, the differences 

were small. Such conclusions are in agreement with those of Soarez et al. (2002), who 

attributed such differences to the underestimation of the bore level by the 2-D model. This 

caused the propagation of the bore in the 2-D simulation to be slower compared to that 

observed in the 3-D simulation.  

Overall, these 3 cases showed the superiority of using a 3-D model for dam break 

cases, even for test cases that can be considered to be close to two-dimensional.  

The Volume-of-Fluid method, just as the Level Set method, has been successfully 

applied to problems involving unsteady forcing at the boundaries. Zhang et al. (2013) 

applied a 2-D unsteady RANS code coupled with the Volume-of-Fluid method to study the 

effects of solitary and random waves passing through a vegetation patch. In addition, Shen 

et al. (2004) used a 2-D unsteady RANS code with VOF to simulate cnoidal wave 

propagation over a submerged bar. Both of these studies found that the VOF method was 

capable of producing accurate results even when highly unsteady boundary conditions were 

used.  

2.5.3 Particle methods 

The last main type of methods that can be used to simulate free-surface flows are 

called Particle Methods. Particle Methods simulate the flow as a set of discrete interacting 

particles. Each particle contains its own mass, energy, momentum, velocity and position. 

The main attractive feature of Particle Methods is that the free-surface is explicitly 

associated with the particles, thus there is no need for interface tracking or capturing. The 

most popular Particle Method is called Smoothed Particle Hydrodynamics or SPH (Floryan 

and Rasmussen, 1989). The main concern with SPH is the treatment of the viscous forces 
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since, at the present moment, there is no clear way to account for viscous effects. SPH has 

been applied to a wide array of applications ranging from astrophysics hydrodynamics 

(Lucy, 1977) to environmental hydrodynamic problems. SPH has been successfully 

applied for simulating wave action on water works, mainly for coastal work and design 

(Dalrymple and Rogers, 2006; Gomez-Gesteira et al., 2005), design of fish passage 

facilities for the hydropower industry (Ferrand et al., 2013), modeling of floating oil 

dispersion (Violeau et al., 2007; Yang and Liu, 2013) and dam spill way design (Rebollo 

et al., 2010). It has also been applied to dam break problems as described in the work of 

Kao and Chang (2012) and Prakash et al. (2014). Kao and Chang (2012) successfully 

solved the 2-D Shallow Water equations using SPH, while Prakash et al. (2014) focused 

on simulating realistic dam breaks with SPH in 3D. Since the focus of this thesis is not on 

Particle Methods, a detailed description will not be presented. More details on SPH and 

applications using SPH are given in the monography by Violeau (Fluid Mechanics and the 

SPH Method: Theory and Applications).  
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Figure 2.1 Plan view of the cross vane installed in a St. Anthony Falls Laboratory flume. 

Flow is from left to right. Reproduced from Kang et al. (2011). 

 

 
Figure 2.2 Computational grids near the cross vane and on the channel walls. Flow is from 

left to right. Reproduced from Kang et al. (2011). 
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Figure 2.3 Contour plots of the computed (a) streamwise velocity; (b) free-surface 

elevation; and (c) local Froude number at the water surface (ϕ= 0). Flow is from 
left to right. Reproduced from Kang et al. (2011). 
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Figure 2.4 Comparison of the computed and measured transverse water surface profiles 

(solid line: computation, symbol: measurements). Reproduced from Kang et al. 
(2011). 

 

 
Figure 2.5 Comparison of the computed and measured streamwise water surface profiles 

(solid line: computation, symbol: measurements). Reproduced from Kang et al. 
(2011). 
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Figure 2.6 Plan view of the computational domain used in the simulation of flow in a 

meandering stream performed by Kang et al. (2011). Solid lines denote the 
boundaries of the background grid, contour plots show the immersed body 
reconstructed from the measured bathymetry, and symbols show the water 
surface measurement locations. Flow direction is from right to left. Reproduced 
from Kang et al. (2011). 
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Figure 2.7 Contour plots of the computed (a) flow speed; (b) free-surface elevation; and 

(c) local Froude number at the water surface (ϕ=0) based on the simulation of 
flow in a meandering stream performed by Kang et al. (2011). Flow direction 
is from right to left. Reproduced from Kang et al. (2011). 
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Figure 2.8 Comparison of the computed (blue line with circle) and measured (red line with 

triangles) free-surface elevation at several cross sections (gray line with square; 
bed elevation). The locations of the cross sections are shown in Figure 2.6. 
Reproduced from Kang et al. (2011). 
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Figure 2.9 Computational domain of the dam break problem. H is the total domain height, 

L is the total length of the domain, ho is initial water column height, xo is initial 
water column length and g is the gravity acceleration. Reproduced from Balabel 
(2015). 

 

 

 
Figure 2.10 Comparison of the numerical predictions of the dimensionless horizontal 

displacement caused by the dam break with data from experimental 
measurements (Stanby et al., 1988) and previous numerical results (Shigematsu 
et al., 2004). Reproduced from Balabel (2015). 
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Figure 2.11 Transient free surface of the dam break along with the predicted turbulent 

kinetic energy at different dimensionless times. Reproduced from Balabel 
(2015). 

 

 
Figure 2.12 The effect of dam height (a) and density ratio (b) on the downstream movement 

of dam front. Reproduced from Balabel (2015). 
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Figure 2.13 Flume bed topography produced of the Todmorten study reach scaled by 1:35 

used in the simulation performed by Ma et al. (2002). Note the limited range in 
bed topography but also the clear demarcation of shallow pool (P) and riffle (R 
) sites. Reproduced from Ma et al. (2002). 

 
Figure 2.14 Computational grid employed by CFD model (202 x 22 x 16 including 

boundary cells) in the simulation of flow in the Todmorten study reach. 
Reproduced from Ma et al. (2002). 

 

 

 

 
Figure 2.15 Position of the water surface measured in the 1:35 flume model and produced 

by the numerical model used by Ma et al. (2002) to simulate flow in the 
Todmorten study reach. (a) View downstream along the centerline of the 
channel and using 2 different grid sizes in the numerical model; and (b) view 
across the channel at a location halfway down the 5 m long model with the 202 
x 22 x 16 grid only. Reproduced from Ma et al. (2002). 
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Figure 2.16 Streamwise isovels for two locations in the 5 m long flume and numerical 

model from the simulation of the Todmorten study reach reported by Ma et al. 
(2002). Isovels are shown for 0.025 m/s intervals. The view shown is looking 
downstream at the sections. The downstream positions of 2 m (a-b) and 3 m (c-
d) correspond to a pool head and riffle respectively (Figure 2.13). Reproduced 
from Ma et al. (2002). 

 
Figure 2.17 Plan view (dimensions in m) – Geometric schematization of dam break over 

flat bed without friction for the dam break test case calculated by Biscarini et 
al. (2010). In plan, Sections A-A, B-B, P1(100,130), P2(110,130), P3(130,130), 
P4(150,130) are shown. Reproduced from Biscarini et al. (2010). 
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Figure 2.18 Comparison between the 2D model proposed by Fennema and Chaundry 

(1990), shallow water (CCHE2-D) and full Navier Stokes simulation performed 
by Biscarini et al (2010): (a) Contour levels at 5.2m, 5.7 m, 6.2 m, 6.7 m, 7.2 
m, 7.8 m, 8.2 m, 8.7 m and 9.2 m; (b)Water surface wireframe (three-
dimensional view) after 7.2 s from failure. Reproduced from Biscarini et al. 
(2010). 



www.manaraa.com

42 
 

 
Figure 2.19 Comparison of water depth at 7.2 s after the gate collapse between the 2D 

results from Fennema and Chaundry (1990), 2D model (CCHE2-D) and the 3D 
simulation performed by Biscarini et al. (2010): Results shown for sections A-
A and B-B . Reproduced from Biscarini et al. (2010). 
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Figure 2.20 Water depth hydrograph and Discharge hydrograph at section E-E (x=600) in 

the dam break simulation of Biscarini et al. (2010) and the 2-D CCHE-D 
simulation. Reproduced from Biscarini et al. (2010). 
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Figure 2.21 Experimental set-up and initial conditions in the lab experiment and numerical 

simulations of dam break flow advancing over a triangular obstacle considered 
in the 3-D numerical study of Biscarini et al. (2010). All dimensions in (m). 
Reproduced from Biscarini et al. (2010). 

 

 
Figure 2.22 3-D isometric view and initial conditions for the bump test case (Soarez et al., 

2002). Reproduced from Biscarini et al. (2010). 
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Figure 2.23 Water surface profile comparison between models and experimental results at 

(a) T=1.8 s, (b) T = 3 s, (c) T =3.7 s and (d) T = 8.4 s after the start of the flow 
in the dam break case studied by Biscarini et al. (2010). Reproduced from 
Biscarini et al. (2010). 



www.manaraa.com

46 
 

 
Figure 2.24 Experimental set-up and initial conditions for the dam break flood wave 

propagating in the 90○ bend test case considered by Biscarini et al. (2010). All 
dimensions in cm. The gauging points are denoted G1, G2, G3, G4, G5 and G6 
(Soarez et al., 2002). Reproduced from Biscarini et al. (2010). 
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Figure 2.25 Comparison between computed and experimental free-surface profiles along 

section A-A (outer bank) for the dam break test case studied numerically by 
Biscarini et al. (2010). Results are compared in the 4 frames at different times 
after failure (a) T = 3 s, (b) T = 5 s, (c) T = 7 s and (d) T = 14 s. Reproduced 
from Biscarini et al. (2010). 
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Figure 2.26 Temporal evolution of the flood wave propagation in a 90○ bend test case 

proposed by Biscarini et al. (2010). Visualization is based on the results 
obtained with the 3-D model used by Biscarini et al. (2010). Reproduced from 
Biscarini et al. (2010). 
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CHAPTER 3 NUMERICAL MODEL AND VALIDATION 

3.1 Introduction 

Flow in natural environments is almost always turbulent making turbulence 

modelling capabilities crucial for accurately representing the flow physics. The most 

common approach of modelling turbulence is to use the Reynolds Averaged-Navier Stokes 

(RANS) Equations. RANS is capable of capturing the mean effect of turbulence on the 

flow via the use of a turbulence model, and it is capable of simulating both steady and 

unsteady flows. The main disadvantage of RANS is that it cannot resolve all the 

energetically important eddies. By contrast, an eddy resolving-modelling technique is 

capable of capturing most of the energy-containing eddies in the flow.  Among the eddy-

resolving techniques, Large Eddy Simulation (LES) is the most common approach. LES 

resolve the most energetic eddies up to a certain size (cut off wavelength) and only models 

the combined effect of the smaller (least energetic) unresolved eddies on the resolved flow. 

Another example of a popular eddy-resolving technique is a hybrid RANS-LES approach 

called Detached Eddy Simulation (DES). DES reduced to an unsteady RANS near wall 

boundaries and to LES in the rest of the computational domain. Not having to resolve the 

near-wall coherent structures (wall streaks) reduces the computational cost of DES 

compared to well-resolved LES (no wall functions). Given the current computational 

power, LES is not feasible for modelling flow in river reaches of lengths in the order of 10-

20 km over time periods of the order of hours to days. This is why, time-accurate RANS 

(URANS) is employed in the present study.  

The time accurate RANS simulations of the riverine flooding in the present study 

were performed using STAR-CCM+, a state-of-the-art commercial CFD code developed 

by CD-Adapco. The main features of STAR-CCM+ include the ability to perform RANS, 

LES, DES simulations using a variety of advanced turbulence models and sub-grid scale 

models. Some examples of RANS turbulence models included in STAR-CCM+ are k
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, k  and Spalart-Allmaras ( AS  ). The constant coefficient Smagorinski subgrid-scale 

model, the Dynamic Smagorinski model or the WALE model can be used for LES 

computations. 

STAR-CCM+ contains a very powerful meshing capability in which an initial 

geometry can be imported, smoothed in such a way to improve computational efficiency 

and to obtain better results without loss of information. Once the geometry has been 

processed, a volume mesh is created with the desired meshing model in order to obtain a 

mesh which is acceptable to STAR-CCM+ requirements. Mesh topologies and mesh 

generation techniques include tetrahedral, hexahedral and polyhedral models with mesh 

refinement near boundaries. Additional refinement can be included near boundaries by 

producing high-aspect ratio, highly skewed cells named prism layers.  

Multiple-phase flows can be simulated in STAR-CCM+ via three types of models: 

the Volume-of-Fluid method, the Multiphase segregated flow module and the Eularian 

Multiphase mixture model. The Volume of Fluid (VOF) method assumes that the phases 

are immiscible and the computational grid is capable of resolving the interfaces. In such 

cases, additional inter-phase interaction is not needed and single pressure and velocity 

fields can represent both phases. The multiphase segregated flow the phases need not to be 

immiscible or in thermodynamic equilibrium and each phase has its own pressure, velocity 

and temperature field. A phase interaction model is needed at each interface for the 

conservation equations to be closed. Finally in the Eularian Multiphase mixture model the 

multiphase mixture is treated as a single phase system (thermodynamic equilibrium), 

therefore having a single set of momentum, energy and mass conservation equations. The 

Eularian multiphase mixture is usually applied to solid suspension in liquids or for spray 

molecules dispersion. In the present work we deal only with constant temperature 

incompressible flows. The fastest and most robust approach for such computations is VOF. 

Based on the available modules and the requirements related to the type of 

simulations considered in the present study, fully 3D unsteady RANS simulations were 
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performed using the realizable two-layer k model with deformable free-surface 

capabilities via the VOF method. 

3.2 3D Unsteady RANS hydrodynamic model 

The URANS equations are obtained by time-filtering (time-averaging over a time 

interval that is larger than the time scale of most of the turbulent eddies) the Navier-Stokes 

equations. This approach is highly attractive when dealing with riverine flooding given 

their highly unsteady nature. At the same time, capturing the eddy content of the flow is 

not needed for engineering applications, thus a state-of-the-art RANS model is a good 

option.  Equation 3.1 shows the Continuity equation, which represents the mass 

conservation of the system, while equation 3.2 shows the conservation of momentum 

equations. The mean effect of turbulence on the flow is accounted for in the governing 

equations by including an additional viscous term that is proportional to the eddy viscosity 

provided by the RANS model.  
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where 
iU  is the Reynolds Averaged velocity component along the i  direction based on the 

original velocity component 
iu ,   is the density of the fluid,   is the molecular 

dynamic viscosity, 
t  is the eddy viscosity predicted by the RANS model, P  is the 

pressure, g  is the gravity and k̂  is the unit normal vector along the vertical direction. 

The finite-volume solver solves the governing equations integrated over elementary 

control volumes. The advective terms are discretised using a second-order accurate in space 

upwinding scheme, while the transient (unsteady) term was second-order accurate in time 

based on an implicit representation. The diffusive term is discretised using a second-order 

central difference scheme. The pressure gradient term is discretised using a second order 
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accurate central difference scheme. The Pressure-coupling algorithm chosen was the 

SIMPLE algorithm. In the SIMPLE algorithm, an intermediate velocity is obtained by 

solving the momentum equations without the pressure gradient term which does not satisfy 

the continuity or mass conservation equation. A pressure correction algorithm is employed 

to modify the pressure field and in turn modify the mass fluxes and velocity fields in order 

for the corrected velocity field to satisfy mass conservation.  

3.2.1 RANS k  turbulence model 

The k turbulence model is based on solving transport equations for the turbulent kinetic 

energy ( k ) and the turbulent dissipation rate ( ). Different versions of the k  model are 

available. The most popular are the standard k , realizable k , two-layer k , and 

many more. For the present study the realizable two layer k approach was chosen as 

this is the recommended model for the coupling of RANS with the Volume-of-Fluid 

method in STAR-CCM+. As its name suggests, the realizable two-layer k  model 

combines both the realizable and the two-layer models; therefore both models will be 

briefly explained next. 

3.2.1.1 Realizable k  turbulence model 

The Realizable k  turbulence model solves the same equation for the turbulent kinetic 

energy ( k ) as the standard k  model but solves a slightly modified equation for the 

turbulent dissipation rate ( ). In addition, the C  coefficient (shown below) is not assumed 

to be constant. Rather, it is a function of the mean flow and turbulence properties. This 

allows the realizable k model to satisfy certain mathematical constraints in the normal 

stresses which are consistent with the physics of turbulence (e.g., for boundary layer flows). 

The realizable k  model provides as good as, or better, results in many applications 

compared to the standard k  model. Equations 3.3 and 3.4 show the transport equations 

for the turbulent kinetic energy, k , and the turbulent dissipation rate,   , respectively. 
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where 
kS and 

S are user-specified source terms, 
0  is the ambient turbulence value in the 

source terms and
cf is a curvature correction factor. 

kG  is the production of turbulent 

kinetic energy due to velocity gradients; its definition is given below. 
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where S is the modulus of the mean strain rate tensor S defined as follows: 
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bG  is the production of turbulent kinetic energy due to buoyancy effects and it is defined 

as follows: 

 gTG
t

t

b


 2




               (3.8) 

where T is the temperature field, 
t  is the turbulent Prandtl number and g


 is the 

gravitational acceleration vector. 

MY  is the dilation dissipation to account for possible compressibility effects and it is defined 

as: 
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where 
MC is equal to 2 and c is the speed of sound. 

The relationship between k ,   and the turbulent viscosity, 
t , is as follows: 
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As explained previously the coefficient C  is no longer a constant and it computed based 

on the mean flow field and turbulent quantities. Therefore C is computed as 
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Finally, the realizable k model constants are defined as 
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is the velocity component parallel to the 
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is the velocity component perpendicular to the 

gravitational acceleration, 0.1k  and 2.1 . 
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The k and  equations are discretised using a finite volume representation with first order 

upwind scheme for the convective terms. The temporal discretization is consistent with 

that of the RANS equations and so it is second order accurate in time. For the 

incompressible flow simulations discussed in the present study the density and temperature 

fields were constant, so the governing equations are simpler. 

3.2.1.2 Two-layer approach for the k  turbulence model 

The two-layer approach allows the k  turbulence model to be applied inside the viscous 

sublayer by dividing the computation in two regions or layers: one close to the wall and 

one away from it. In the layer close to the wall, the turbulent dissipation rate, , and the 

turbulent dynamic viscosity, 
t , are defined as functions of the wall distance. The values 

of the turbulent dissipation rate obtained in the near wall layer are then blended smoothly 

with the values obtained in the outer region where the transport equation for   is solved. 

The two-layer approach is only used for the turbulent dissipation rate, while the transport 

equation for the turbulent kinetic energy, k , is solved everywhere in the domain. 

Three two-layer approaches have been implemented in STAR-CCM+: two for 

shear-driven flows and one for buoyancy driven flows. In the present study we deal with 

shear driven flows. The two proposed approaches for shear-driven flows are the Wolfstein 

and the Norris-Reynolds formulas, both of which give comparable results. The two-layer 

approach is available for the Standard k  and for the Realizable k  models and the 

chosen two-layer formulation was the Wolfstein formulation. 

3.2.2 Volume-of-fluid model 

The VOF method is based on the advection of the volume fraction,  . The VOF version 

used in STAR-CCM+ is a modified version of Equation 2.15, in which the VOF has been 

extended for more than 2 phases. Additionally, source and sink terms can be included if 

needed and compressibility effects can be accurately accounted for.  
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where i  is the volume fraction of the i -th phase, iS is the source or sink term of the i -

th phase, 
i  is the density of the i -th phase with its material derivative noted equal to 

Dt

D i . Finally, the densities, viscosities and specific heats satisfy the following 

relationships: 
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where i , i  and  
ipc are the density, molecular dynamic viscosity and specific heat of 

the i -th phase.  

The Volume-of-Fluid equations are discretised using the finite-volume 

representation with second-order upwind scheme for the advection term. The temporal 

discretization is also second order accurate. The second-order upwind scheme is often 

sufficiently accurate to capture a sharp interface. However, if a more refined interface is 

needed, a sharpening factor can be included in the VOF formulation which reduces the 

numerical diffusion and creates a more accurate representation of the free surface. For the 

scope of this research no sharpening factor was included as well as no source of sinks.  

3.2.3 Grid generation procedure 

In order to increase computational efficiency and obtain more accurate results, all 

computational grids were created within the mesh generator available in STAR-CCM+. To 
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create the computational grid, the domain boundaries should be imported as surfaces into 

STAR-CCM+. This was accomplished by first post-processing the geometries (e.g., 

bathymetry of the channel) using Tecplot and Pointwise V17, thus obtaining the boundaries 

in the required format. The boundaries were then imported into STAR-CCM+ and a 

meshing continua was created. Within this meshing continua, the user can select the desired 

meshing options. 

Before creating the volume mesh, the surface has to be smoothed to get rid of 

unnecessary details and geometrical features that can create numerical instabilities (e.g. 

sharp corners). This can be accomplished by two methods: Surface Wrapper and Surface 

Remesher, out of which the Surface Remesher was chosen since its procedure is easy to 

understand and manipulate. Surface Remesher creates a surface mesh in each boundary 

with the user defined level of representation. For example, if one were to model hydraulic 

structures located within the river reach, a boundary can be created around the structure so 

that it is individually represented with more refinement compared to the outer domain. If 

no special level of refinement is needed, then the Surface Remesher creates a surface mesh 

with the same level of resolution everywhere in the domain. This is an important step, since 

a surface mesh is needed in order to create a volume mesh. In the proposed RANS model, 

the level of refinement is in decreasing order (most refined to least refined) as one goes 

from regions situated close to hydraulic structures to the river channel and finally to the 

floodplains and outer regions (e.g., regions containing air). 

The second step in the mesh generation procedure is to define the boundary 

conditions for each of the boundaries imported. This is needed because during the volume 

mesh generation the type of boundary condition are taken into account when generating a 

high quality mesh consistent with the required boundary condition. The boundary 

conditions will be explored in more detail in the next subsection. 
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The third and final step is to create the volume mesh. After the surface mesh has 

been created with the desired level of resolution, the user can select the desired volume 

mesh modules. STAR-CCM+ is capable of generating tetrahedral, hexahedral and 

polyhedral unstructured meshes. In the present study, hexahedral meshes were generally 

chosen, since the control over the size and number of cells becomes more intuitive due to 

the cell shape (i.e. cube like). Tetrahedral cells, on the other hand, are created by generating 

pyramid-like cells, making the control of the size and number of cells difficult.  

Hexahedral meshes are created by selecting the Trimmer meshing module in 

STAR-CCM+. Trimmer creates cube-like cells based on the specified cell size in the 

surface mesh. It is also possible to create cells with different edge sizes in each direction 

(x, y and/or z). This feature makes Trimmer highly suitable to deal with river/floodplain 

flow, since the mesh can be refined in the vertical direction while maintaining relatively 

large edge sizes in the horizontal directions. The anisotropic cells are created in the same 

specified regions during the surface re-meshing procedure, making the surface mesh 

consistent with the volume mesh. The horizontal mesh resolution near hydraulic structures 

is between one-half to one-fourth of the horizontal mesh resolution in the river channel, 

while the horizontal mesh resolution in the floodplains is twice the horizontal mesh 

resolution of the river channel. In contrast, the vertical resolution in the three regions 

previously mentioned is about the same. The mesh resolution in the outer regions was set 

to a number 16 times larger than the mesh size in the river channel. This was done to 

minimize the total number of cells, while maintaining a good overall resolution. Figure 4.1 

shows an example of mesh refinement near the main channel of the river compared to the 

floodplain. It is clearly observed that the Trimmer mesh refinement is done by creating 

cells which are half the size of the outer cell. In addition Figure 4.2 (a) shows an example 

of how a Trimmer mesh looks in a cross-sectional view. 
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Special attention needs to be given to regions close to the walls, since the mesh 

resolution must be capable of capturing the effects of the boundary layer. If the user were 

to use a pure Trimmer mesh, the number of cells would become extremely large. An 

attractive alternative is to use the Prism Layer meshing module. This module creates high 

aspect ratio, highly-skewed cells parallel to any specified wall-boundary condition. The 

number of cells and their height are directly specified by the user. The height of the first 

Prim Layer cell created in each mesh is equivalent to y =100, unless an equivalent 

roughness height is specified. STAR-CCM+ relaxes the 
y  requirement in the presence of 

roughness, making the desired wall spacing equal to twice the roughness height. Since the 

typical Reynolds number in realistic river flows are in the order of 1 million or larger, an 

assumption of
y =100 would produce very thin layers near the wall thus compromising the 

model’s numerical stability. In order to input an equivalent roughness height sediment data, 

in particular the values of d50 and d90, are needed since the equivalent roughness height can 

be calculated from the mentioned parameters. By including sediment data, the height of the 

Prism Layers is increased. This reduces the total number of cells and improves numerical 

stability. Figure 4.2 (b) shows a close-up to the Prism Layers generated near the wall. 

The described procedure does not always guarantee a computational mesh that is 

of sufficiently high quality. In order to avoid convergence problems, the mesh should be 

regenerated as many times as needed. If the problem still persists, STAR-CCM+ can solve 

the problems in two ways. The first option, which is also the desired option, is to activate 

the Cell Quality Remediation module. This module selects the cells which are producing 

unrealistic results and does not allow the results to propagate out of those cells. The second 

option, which is less recommended, is to remove cells from the computational domain. 

STAR-CCM+ instead, creates voids with slip boundary conditions at all faces. In the 

RANS simulations discussed in the present study, the Cell Quality Remediation model was 

always active as an insurance policy against unrealistic results.  
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3.2.4 Boundary conditions 

For each of the imported surfaces in the meshing procedure (Section 3.2.3), a 

boundary condition is needed. The boundary conditions that have to be specified are 

problem dependent, but for open channel flow applications the types of boundary 

conditions are fairly limited (inlet, outlet, wall boundary, symmetry).  

The inlet boundary condition was specified on each imported surface whose 

purpose is to push water into the computational domain. The inlet boundary condition can 

be specified via a Velocity Inlet boundary condition or Mass Inlet boundary condition. For 

the following test cases, inlet boundary conditions were specified using the Velocity Inlet 

boundary condition, in which the velocity magnitude and the free-surface level are 

required. Velocities and free-surface elevations were known for each test case, since the 

inlet sections are either located in a lab setup or near a river gaging station.  

An outflow boundary condition was specified on each surface where water/air is 

wanted to leave the domain of interest.  In the case of water-filled domain, the outflow 

boundary condition is located in the river/floodplain domain. In the case of air-filled 

domain, the outflow boundary condition is located where the air is in contact with the open 

atmosphere. The outlet boundary conditions can be specified using a Pressure Outlet 

boundary condition or a Flow-Split outlet boundary condition. The Pressure outlet was 

chosen in all subsequent test cases since a desired Pressure and Volume Fraction of Water 

(free-surface elevation) can be directly specified. In the case of an open channel outlet, 

either extrapolation of pressure and volume fraction (zero gradient boundary condition) or 

a desired pressure and volume fraction distribution were specified. In the case when air is 

present next to the outlet boundary, the pressure outlet boundary condition was given a 

pressure equal to 0 Pa and a volume fraction of water equal to 0. This was done to simulate 

an open atmosphere boundary condition. 
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A wall boundary condition was specified on each surface that represents a solid 

surface, such as bathymetry/topography surface, bridge deck surface, etc. The wall 

boundary condition allows the user to specify a rough or a smooth wall, slip/no slip 

conditions and the velocity of the wall surface. Since the surfaces are fixed in space, the 

velocity at the wall was set to 0 m/s in the simulations. The wall was assumed to be a no-

slip surface. The walls were assumed to be smooth in all laboratory test cases while the 

walls were assumed to be rough in all test cases corresponding to field applications. The 

specified roughness height was set to 2d50.  

 If the simulation was performed for a single phase (only water or air present in the 

domain), then the Volume Fraction module was not active. When dealing with a single 

phase problem, the setup of the problem changes slightly, since there is no surface 

(boundary) open to the atmosphere. Instead, a surface with a symmetry boundary condition 

is placed either at the location of the free surface. This approach is commonly known as 

the rigid lid approximation. The rigid lid approximation was used in order to do a 

comparison between results obtained with and without the free-surface module.  

3.3 2-D shallow water equations model 

In a subsequent chapter (Chapter 4), the results obtained with the 3-D Unsteady 

RANS STAR-CCM+ model are compared to results obtained with a 2-D Shallow Water 

Equation code, SRH-2D. SRH-2D solves the full 2-D shallow water equations in 

conservative form.  
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where h is the water depth, U
~

is depth averaged velocity in the x  direction, V
~

is the depth 

averaged velocity in the y  direction, g is the gravitational acceleration, bz is the bed 

elevation,  is density of fluid, xxT
~

, yyT
~

, yxT
~

 and xyT
~

are the four components of the depth 

averaged shear stress tensor, and bxT  and byT are the bed shear stress components. 

While Equation 3.20 is identical to Equation 2.6, Equations 3.21 and 3.22 show 

some differences compared to Equations 2.7 and 2.8 respectively. Equations 2.7 and 2.8 

can be obtained by using the chain rule of the derivative starting with Equations 3.21 and 

3.22 and by finally dividing the equations by h . 

 The bed shear stresses are estimated based on a Manning’s coefficient ( n ) 

formulation which takes into account the bed roughness in a single parameter. 
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The depth-averaged turbulent stresses are defined as follows: 
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The eddy viscosity can be calculated using one of the two turbulent models available in 

SRH-2D: the parabolic and the k model. For simplicity, the parabolic turbulence model 

was chosen and therefore it is the only turbulence model described next. In the case of the 

parabolic turbulence model, the eddy viscosity is calculated as 
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hUCtt *              

(3.28) 

where *U  is the shear velocity defined by 
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The model constant, tC can range from 0.3 – 1.0 with a default value of 0.7.  

3.4 Validation of the numerical model 

The hydrodynamic model developed in STAR-CCM+ needs to be first validated 

based on standard test cases before it is applied to flow in natural environments (i.e. natural 

river reaches). A systematic validation was performed in this study, in which three 

validation test cases were chosen to test the accuracy of the RANS model to simulate free-

surface elevation and velocity profiles within the water domain. The validation starts with 

a series of dam break scenarios for validation. Such step is of crucial importance since the 

proposed 3-D model will eventually be used to simulate realistic dam break scenarios 

(Chapter 7). The first test case is a standard 2-D dam break case, which is used to assess 

the accuracy of the solver and to estimate meshing requirements for unsteady flows with 

high free-surface deformations. The second and third test cases correspond to dam break 

flow over a triangular obstacle and dam break flow over a 90○ bend, respectively. These 

test cases are used to assess the accuracy of the solver when dealing with dam break flows. 

The fourth test case corresponds to flow in an S-shaped channel under subcritical flow 

conditions. This case is used to test the capability of the code to accurately predict channel 

velocity profiles and free-surface deflections in man-made curved channels. The last test 

case corresponds to flow in a 193○ open channel bend under subcritical flow conditions. 

This case is used to test the accuracy of the model when high free-surface deflections in 

the channel are expected.  
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3.4.1 2-D dam break test case 

 In the hypothetical abrupt failure of a dam bordering a lake/reservoir, the blocked 

column of still water spreads suddenly into the adjacent region downstream of the 

lake/reservoir. The most idealized case that mimics such an event is the one in which a 

rectangular column of water collapses on a flat horizontal surface. Martin and Moyce 

(1952) studied this problem experimentally by collapsing a square column of water of 

length a = 2.25 in. into an 11.25 in. long by 2.8125 in. high channel of rectangular cross 

section. The parameters tracked during the experiment were the front surge position and 

the remaining water column height. Both variables give information about the spreading 

of the gravity wave. 

The computational domain size is 5a x 1.25a, which is consistent with the 

computational domain employed by Kelecy and Pletcher (1997) and with the experiment 

performed by Martin and Moyce (1952). Figure 3.3 shows the general layout of the 2-D 

dam break test case. The results obtained were non-dimensionalized taking the initial 

column height as the length scale (i.e. 2.25 in) and the velocity scale equal to the 

characteristic velocity of a surface gravity wave (i.e. ga ). Several uniform meshes were 

employed to assess the performance of the numerical model as a function of mesh 

refinement. The four computational meshes employed contained 100x25, 200x50, 400x100 

and 800x200 mesh points, respectively.  

Figure 3.4 shows the mass conservation for the computations performed on the four 

meshes. It is observed that the mass conservation errors are below 7% for all cases. It comes 

as no surprise that the coarser mesh (i.e. 100x25) shows the highest mass conservation 

error due to the reduced ability to accurately characterize the water region and the 

corresponding interface location. Figure 3.5 and Figure 3.6 show the front surge position 

and the remaining water column height as a function of non-dimensional time. Agreement 

with experimental data is excellent (less than 5%) and independent of mesh resolution in 

terms of front-surge position and remaining water-column height.   
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 Figure 3.7 shows snapshots of the water motion and it is used as supporting 

evidence on the physicality of the results obtained with the developed model. Figure 3.7 

shows a typical gravity wave propagation. One can thus conclude that the model can 

produce accurate results for cases when high deformations of the free-surface are expected 

during the simulation.   

3.4.2 Dam break flow over a triangular obstacle 

 The second test case deals with dam break flow over a straight channel including a 

triangular obstacle, as performed in the experiment conducted by Soarez-Frazao, 2002.  

Initially, a column of water of 0.111 m by 2.39 m (H x L) was set 1.61 m left to the 

triangular obstacle. In addition, to the right of the triangular obstacle a pool of still water 

can be found with a height of 0.065 m, as shown in Figure 3.8. At t=0 the column of water 

is left free to collapse. The flood wave advances toward the triangular obstacle, thus 

creating a dam break flow scenario with added complexity. 

The size of the computational domain is consistent with that of the experimental 

setup used by Soarez-Frazao, 2002. The accuracy of the simulation will be assessed based 

on comparing the free-surface elevation profiles in the experiment and simulation, as well 

as comparing photographs of the flood wave with present numerical results, as well as 

results of the 3-D simulation conducted by Biscarini et al., 2010.  

Figure 3.9 shows the free-surface elevation profile plot along the center of the 

channel at 4 different times: 1.8 s, 3.0 s, 3.7 s and 8.4 s after the collapse of the column of 

water. Both 3-D models perform quite similarly in all four times. A slight improvement in 

the accuracy of the predictions can be observed at t = 3 s where the present 3-D model 

captures the second crest induced by a backward propagating wave left of the triangular 

obstacle. The present 3-D model matches the experimental results slightly better than the 

simulation conducted using the numerical model proposed by Biscarini et al., 2010.  
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The conclusions drawn from in Figure 3.9 are confirmed by analyzing the pictures 

showing the flood wave structure in the experiment and the corresponding visualizations 

based on the numerical results (Figure 3.10). The 3D model proposed by Biscarini et al., 

2010 captures a sharper interface, allowing it to simulate air entrainment near wave 

breaking. This phenomenon can be clearly observed at t=1.8 s, 3.0 s and 3.7 s. While this 

air entrainment phenomenon usually happens when waves break, it cannot be clearly 

observed in the pictures taken during the experiment at the corresponding times. On the 

other hand, the present 3-D model simulation captures a more diffused interface. Air 

entrainment is not captured by this simulation. Visual comparison of the experimental and 

numerical visualizations of the flood wave confirms that the position of the free surface is 

better captured by the present 3-D model compared to the 3-D model proposed by Biscarini 

et al., 2010.  

3.4.3 Dam break flow over a 90○ bend 

 The third test case considers a dam break flow advancing in a 90○ L-shaped channel, 

as performed in the experiment conducted by Soarez-Frazao and Zech, 2002. The 

downstream channel shape plays a crucial role in the propagation of the flood wave. For 

instance, the interaction of the flood wave with the outer wall of the L-shaped channel can 

cause backwater effects or may cause the front to slow down. Initially, a 2.44 m x 2.39 m 

reservoir is connected to a 0.495 m high, L-shaped rectangular channel. The upstream reach 

of the L-shaped channel is 4 m long. The downstream reach is 3 m long. The L-shaped 

channel is connected to the rectangular reservoir 0.33 m above the bottom surface of the 

reservoir. The reservoir is filled 0.2 m above the channel bottom. The experimental setup 

is shown in Figure 3.11. At t=0 the reservoir is left free to discharge into the channel. 

The computational domain is consistent with the experimental setup used by 

Soarez-Frazao and Zech, 2002. The free-surface elevation profiles predicted by the 3-D 
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simulation are compared with experimental measurements and numerical results obtained 

using the 3-D model proposed by Biscarini et al., 2010.  

Figure 3.12 shows the free-surface elevation profiles along the outer bank of the 

channel at t=3 s, 5 s, 7 s and 14 s after the release of water from the reservoir into the 

channel. Both 3-D models perform quite similarly at all four times. In fact, the model 

proposed by Biscarini et al., 2010 seems to perform slightly better than the present 3-D 

model especially at t=5 s, 7 s and 14 s near the outlet of the domain where the present 3-D 

model predicts a clearly defined dip in the free surface elevation at a distance of 

approximately 8.5 m from the reservoir. The simulation results of Biscarini et al., 2010 

show no dip in the free-surface elevation and matches the experimental results better. 

Besides the aforementioned differences, the present 3-D model simulation matches very 

closely the experimental results in the other parts of the domain. 

. 

3.4.4 Flow in a curved S-shaped channel 

 The S-shaped channel comprises two identical 90○ bends in opposite directions 

connected by a small straight reach with a trapezoidal cross sectional geometry with side 

slopes of 1:1 and with a bottom width of 1.83 m. The radius of curvature of each bend is 

8.54 m. Figure 3.13 shows a top view of the channel, while Figure 3.14 shows the cross 

sectional geometry. The mean inlet velocity is 0.692 m/s and the water depth at the inlet is 

0.156 m. The parameters of the simulation are summarized in Table 3.1. The validation 

was carried out by comparing the numerical results to measurements provided by Yen 

(1967) in his experiment number 3.  
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Table 3.1 Main parameters of free-surface open 

channel flow experimental (Yen, 1965) and 

numerical studies conducted in an S-shaped 

channel 

Velocity at the inlet (m/s) 0.692 

Average water depth (m) 0.156 

Bottom width of the channel (m) 1.83 

Froude number 0.6 

Reynolds number 1.0 x 105 

Number of grid cells 550 000 

 

The results were non-dimensionalized by using the inlet velocity as the velocity 

scale and the average water depth as the length scale. Figure 3.15 shows the measured and 

computed non-dimensional streamwise velocity profiles over the depth at Section S0. 

Results are plotted at five different locations along the transverse direction (η/B), where η 

is measured from the center of the channel. Overall, it is found that the velocity profiles 

predicted by the simulation are in good agreement with experimental data (less than 10% 

error), with the most noticeable difference at location (a). At location (a), the simulation 

underpredicts the streamwise velocity consistently across the depth (~20%). Location (b) 

underpredicts slightly the streamwise velocity close to the free surface and location (e) 

overpredicts it slightly. While some differences are noted at locations (d) through (e), the 

simulation results show very good agreement with experimental data (less than 10% 

difference).  

Figures 3.16 and 3.17 show the transverse free-surface profiles at four specific cross 

sections and the longitudinal free-surface profiles along the two banks of the channel, 

respectively. In Figure 3.16 it is observed that the transverse free-surface profiles predicted 

by the simulation are in good agreement with experimental data at all the four specified 

cross-sections. In Figure 3.17, a positive free-surface deflection is observed at the outer 

bank while a negative deflection is observed at the inner bank. Such behavior is consistent 
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with what is expected for open channel bends. The computed longitudinal free-surface 

profiles show the same trend as the measured data with errors increasing as one moves 

downstream. The differences become more noticeable as the flow approaches the end of 

the second bend. These errors, however, are relatively small.  

The validation performed for the flow in an S-shaped channel proved that the 

numerical model is capable of accurately simulating open channel flow problems when 

mild to moderate free-surface deflections are expected.  

3.4.5 Flow in a 193○ open channel bend 

 In this test case, the channel geometry was the one used by Blanckaert (2002) and 

is shown in Figure 3.18. The channel consists of a single 193○ bend with a radius of 

curvature of 1.7 m, with two straight channels before and after the bend of 9 m and 5 m 

long, respectively. The total channel length is 22.7 m along the centerline. The cross-

section shape is rectangular with a channel width of 1.3 m. The mean inlet velocity is 0.43 

m/s and the water depth at the inlet is 0.159 m. The parameters of the simulation are 

summarized in Table 3.2.  

  

 

Table 3.2 Main parameters of the experimental 

(Blanckaert, 2002) and numerical studies 

corresponding to flow in a 193○ open channel 

bend 

Velocity at the inlet (m/s) 0.43 

Average water depth (m) 0.159 

Bottom width of the channel (m) 1.3 

Froude number 0.38 

Reynolds number 6.8 x 104 

Number of grid cells 385 000 
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Two simulations were performed. The first simulation was a single phase simulation using 

the Rigid Lid approximation. The second simulation was a two-phase flow simulation 

using the VOF method. Figure 3.19 shows the cross sectional geometry used in the Rigid 

Lid simulation, while Figure 3.20 shows the cross sectional geometry used in the VOF 

simulation. The results obtained using the Rigid Lid approximation will only be used to 

validate streamwise velocity and vorticity distributions, but not free-surface profiles. The 

free-surface deflections will be validated by comparing the results obtained in the VOF 

simulation with experimental results of Blanckaert (2002). 

Figure 3.21 shows streamwise velocity distribution at 6 cross-sections located in 

bend. No major differences can be observed by visual inspection between the simulations 

using the Rigid Lid approximation and the VOF method. The flow pattern is very similar 

in the two simulations. However, differences tend to increase as one moves downstream. 

In Section D30 and D60 the differences are negligible while at section D180 the differences 

are more noticeable. The streamwise vorticity distributions (Figure 3.22) show the same 

patterns in the two simulations at the cross sections. The biggest differences are observed 

at the section D90 situated near the center of the bend, where the core of high vorticity in 

the simulation using the Rigid Lid approximation diffuses from the inner bank to the center 

of the channel away from the bottom surface. The VOF simulation shows that the core of 

streamwise vorticity diffuses toward the center of the channel but remains close to the 

bottom wall.  

Figure 3.23 shows the transverse free-surface profiles for the same 6 cross sections 

for which the streamwise velocity and vorticity comparison was performed. Overall, the 

transverse free-surface profiles show very good agreement with experimental data. A 

noticeable difference is shown at cross-section D30 at the inner bank, where the VOF 

simulation is unable to reproduce the free-surface deflection observed in the experiment, 

resulting in an error of approximately 30% near the inner bend. The VOF simulation 

predicts a significant negative free-surface deflection that is not consistent with the 
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experimental results. This inconsistency is not present in the subsequent cross sections. At 

the other cross sections, the errors are quite small, less than 5%. This is the case especially 

for sections D90, D120 and D150. At section D180, the free surface is underestimated 

consistently across the cross section by a small amount. 
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Figure 3.1 Example of Trimmer mesh refinement near areas of interest, such as the main 

channel of the river and its floodplain. 

 

 

 
 

 
Figure 3.2 (a) Example of a mesh generated in STAR-CCM+ using the Trimmer Cell 

mesher and the Prism Layer mesher. (b) Close-up view of the Prism Layers near 
the wall boundary. 
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Prism Layers 

Floodplain 

River 



www.manaraa.com

73 
 

 
Figure 3.3 Schematic and initial conditions used in the 2-D dam break case. 

 

 

 

 
Figure 3.4 Time history of mass error as a function of mesh resolution. 
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Figure 3.5 Water Column height vs. non-dimensional time. 

 

            

 
Figure 3.6 Front surge position vs. non-dimensional time. 
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Figure 3.7 Free-surface position at selected non-dimensional times equal to 0.6, 1.2, 1.8, 

2.4 and 3.0 obtained on the 200x50 grid. Red (dark) areas represent the water. 
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Figure 3.8 . Experimental set-up and initial conditions of dam break flow over a triangular 

obstacle test case as described in Soarez-Frazao, 2002. 

 

 

 
Figure 3.9 Free-surface elevation profile comparison between experimental results (black 

circle), numerical results obtained with the model proposed by Biscarini et. al., 
2010 (red triangles), and results obtained the current proposed model (blue line) 
for the dam break flow over a triangular obstacle. Reproduced from Biscarini 
et. al., 2010. 
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Figure 3.10 Snapshot comparison between present model results, experimental results by 

Soarez-Frazao, 2002, and numerical results obtained by Biscarini et. al., 2010 
at four different times after the start of the dam break flow. a) Time = 1.8 s, b) 
Time = 3.0 s, c) Time = 3.7 s; and d) Time = 8.4 s. Reproduced from Biscarini 
et. al., 2010.  

 

 



www.manaraa.com

78 
 

 
Figure 3.11 Experimental set-up and initial conditions of dam break flow over a 90○ bend 

test case as described in Soarez-Frazao and Zech, 2002. 
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Figure 3.12 Free-surface elevation profile comparison between experimental results (black 

circles), numerical results obtained with the model proposed by Biscarini et. al., 
2010 (red triangles), and results obtained the current proposed model (blue line) 
for the dam break flow over a 90○ bend. Reproduced from Biscarini et. al., 
2010. 
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Figure 3.13 General experimental layout of the S-shaped channel experiment conducted by 

Yen (1967). 

 

 

 
Figure 3.14 S-shaped channel cross-section geometry. 
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Figure 3.15 Streamwise velocity profiles at section S0 a) η/B=-0.461; b) η/B=-0.307; c) 

η/B=0.0; d) η/B=0.307; e) η/B=0.461 ○ = experimental data. blue line = 
numerical model. 
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Figure 3.16 Transverse free-surface profiles a) Section S0; b) Section S2; c) Section CII0; 

d) Section π/4. ○ = experimental data. blue line = numerical model. 
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Figure 3.17 Longitudinal free-surface profiles near the two channel banks.○ =   

experimental data. lines = numerical model. 

 
Figure 3.18 General Layout of the 193○ open channel bend experiment of Blanckaert 

(2002). 
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Figure 3.19 Cross-section of the 1930 open channel bend in the simulation using the rigid-

lid approximation. 

 

 

 
Figure 3.20 Cross-section of the 1930 open channel bend in the simulation using the VOF 

model. 
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Figure 3.21 Streamwise velocity distributions at specified cross sections in the simulations 

using the rigid lid approximation and the VOF model. 
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Figure 3.22 Streamwise vorticity distributions at specified cross sections in the simulations 

using the rigid lid approximation and the VOF model. 
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Figure 3.23 Transverse free-surface nondimensional deflection at selected cross sections 

in the VOF simulation and in the experiment. 

 

 

 

 

 

 

 

 

 

 



www.manaraa.com

88 
 

CHAPTER 4 APPLICATION OF THE DEVELOPED 3-D MODEL TO 

PREDICT FLOW IN NATURAL RIVER REACHES 

While the developed 3-D model was shown to be able to simulate realistic flow 

profiles and free-surface deflections in laboratory test cases with simple open channel 

geometries, its capabilities of accurately simulating flow in natural streams containing 

hydraulic structures and, in some cases, changes in the flow regime (e.g., from subcritical 

to supercritical and vice versa) is yet to be investigated. The main objective of the following 

simulations is to test the model capabilities to simulate flow in river reaches of lengths 

ranging from 1 km to 18 km under both steady and unsteady state conditions. The 

complexity of the problems being investigated is increased systematically.  Additionally 

the results obtained with the developed 3-D model are compared to results obtained with 

other state-of-the-art 3D models as well as 2D depth-averaged models. 

The first test case focuses on simulating one of the most common scenarios found 

in natural river reaches, which is subcritical flow in a river bend. The bend is located within 

a 1-km reach of the Iowa River near Iowa City. This test case is used to determine what 

boundary conditions and computational setup work the best for cases when the flow 

remains subcritical, including at the exit boundaries. The second test case considers flow 

in a 2-km reach of the Iowa River near Iowa City, with 1 river dam present inside the 

domain. The objective of the second test case is to test the capabilities of the 3-D model to 

simulate cases with a hydraulic structure in place that forces the flow to transition from 

subcritical to supercritical rapidly within the domain of interest. The first and second test 

cases simulate the flow under steady state conditions. Results are compared with those 

obtained using other state-of-the-art CFD codes such as FLOW-3D and FLUENT 

respectively. 

The third test case considers the flow in an 18-km reach of the Iowa River near 

Iowa City in which both steady and unsteady events are simulated. The purpose of this test 
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case is to assess the accuracy of 2-D depth-averaged solvers to predict flow in river reaches 

at low flow conditions. The fourth test case considers the flow in a 7-km reach of the Iowa 

River near Iowa City. Both steady state and unsteady events are simulated at high flow 

conditions. This test case will serve as a benchmark for assessing the accuracy of 2-D 

depth-averaged solvers to predict flow and free-surface profiles at high flow conditions 

when floodplain/main channel interaction becomes important. The chapter ends with an 

investigation of the efficiency of several flood protection strategies (i.e. installing 

floodwalls, river dam removals) using the developed 3-D model of the Iowa River near 

Iowa City.  

4.1 Steady flow in a 1-km river reach with realistic 

bathymetry 

 A river reach of approximately 1 km of the Iowa River near Iowa City, for which 

detailed free-surface measurements are available under close to steady state conditions, 

was selected as the first validation test case. The presence of a flood protection dam 

(Section 1-1 in Figure 4.1a) upstream of the reach provides accurate information on the 

temporal variation of the flow discharge. Two other river dams are present at sections 2-2 

and 3-3 in Figure 4.1a. As seen from Figure 4.1b, the simulated river reach starts some 

distance downstream of the flow control dam (Section 1-1) at section 1’-1’ and extends 

until section 2’-2’, situated some distance upstream of the first river dam (Section 2-2). 

Since the first river dam (Section 2-2) is not included in the computational domain, the 

downstream boundary condition has to be modified to take into account the influence of 

this first river dam. In addition, a straight extension of approximately 1 km was placed at 

the end of the 1-km reach to eliminate the recirculating flow convergence problems at the 

outlet section of the computational domain. Thus, the total length of the computational 

domain is close to 2 km. Results, however, will only be presented for the first 1 km of 
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physical domain corresponding to the actual river reach. Figure 4.2 shows the contour plot 

of the bathymetry elevation of the computational domain. 

The main parameters of the simulation are shown in Table 4.1. The Froude number 

and the Reynolds number are defined with the mean velocity and mean water depth at the 

inlet section. The simulated flowrate corresponds to low flow conditions with all the flow 

remaining inside the main channel. The total number of grid cells of the computational 

mesh is close to 2 million and the Courant number is approximately 0.2. 

 

Table 4.1 Main geometrical and flow parameters for the 1-

km Iowa River reach simulation 

Flowrate (m3/s) 167.4 

Velocity at the inlet (m/s) 0.44 

Depth at the inlet (m) 4.82 

Length of main channel (km) 0.85 

Length of extension (km) 1 

Time step (s) 0.5 

Courant number 0.2 

Froude number 0.06 

Reynolds number 2.12 x 106 

Number of grid cells 2.0 x 106 

 The first task was to explore what boundary conditions need to be employed to 

accurately predict the free-surface elevation for the given flow conditions. Since the 

location of the river reach is right upstream of the first river dam (Section 2-2 in Figure 

4.1b), the effect of the first river dam on the flow should be accounted for. Two approaches 

were investigated.  

The first approach was to use a zero gradient boundary condition for the pressure 

and volume fraction function, in which the values are extrapolated at the outlet boundary. 

The second approach consisted of specifying the volume fraction and pressure distribution 

at the outlet, which means that one can control the position of the free-surface elevation at 
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the outlet. Figure 4.3 shows the variation of the free-surface elevation along the centerline 

of the channel with the two proposed outlet boundary condition treatments, as well as the 

field data (symbols). When the pressure and volume fraction values are extrapolated to the 

outlet, the 3-D model is unable to accurately predict the free-surface elevation. The errors 

are approximately 1.2 m, which is equivalent to 25% of the mean water depth in the 

channel. This is an indication that the hydraulic structures present in the channel control to 

a large extent the flow distribution and free-surface profiles.  

When the volume fraction and pressure distribution are specified at the outlet 

boundary, the errors decrease to approximately 2 cm, which is, by practical standards, 

negligible (less than 0.1%). The predictions are in very good agreement with the field 

measurements of the free surface elevation when the flow depth is specified at the outlet. 

This may look as the model needs additional information to obtain the correct solution. 

However, this is not the case given that the flow is subcritical and controlled from 

downstream (first river dam). For such cases specifying the flow depth at the outlet 

boundary is justified.  

 Figure 4.4 visualizes the distribution of the streamwise velocity at specified cross-

sections situated inside the bend part of the channel. Consistent with the pattern generally 

observed in curved channels, the core of high streamwise velocity moves gradually from 

the inner bank at the entrance into the region of high curvature to the outer bank toward 

the exit from the same region. The core of high streamwise velocity is approximately 

situated over the deepest part of the cross section, as usually observed in bends with scoured 

bed. Figures 4.6 and 4.7 show the streamwise velocity distribution at 10 representative 

cross sections. It can be observed that the 3-D model predicts that the core of high stream 

velocities is situated near the center of the channel in Sections 1 through 3, where no 

significant curvature effects are experienced by the flow. The core of high velocity starts 

moving towards the inner bank as the high curvature region is approached (Sections 4 

through 8), which is consistent with patterns generally observed in curved channels. As the 
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flow leaves the bend (Sections 9 and 10), the core of high velocity moves towards the outer 

bank, where the deepest regions of the channel are also located.  

Figure 4.8 shows the mass conservation capabilities of the developed 3-D model in 

STAR-CCM+. The maximum mass conservation error was close to 8% of the inlet 

discharge, which is reasonable. It can be concluded that the 3-D model is able to accurately 

predict the free-surface elevation and streamwise velocity profiles without significant mass 

conservation errors in curved river reaches with natural bathymetry. 

4.1.1 Comparison with FLOW-3D 

 The developed 3-D model has matched well the limited field experimental data. 

Comparison with results using other CFD codes can give an indication on which 3-D model 

performs better for flow in natural river environments applications. The results obtained 

with the STAR-CCM+ model are next compared with results obtained using FLOW-3D, a 

state-of-the-art commercial CFD software with deformable free surface capabilities via the 

VOF method.  

The FLOW-3D simulation setup was the same as the one used in the STAR-CCM+ 

simulation. The inlet boundary was set as a velocity inlet with a specified free-surface 

elevation; the bottom-left wall and bottom-right wall surfaces were set as wall boundary 

conditions; the top surface was set as a pressure outlet open to the atmosphere; and the 

outlet boundary condition was set as a pressure outlet with a fixed free-surface elevation. 

The number of cells was close to 2 million and the time step was 0.5 s, which corresponded 

to a CFL number of approximately 0.2.  

Figure 4.5 shows the free-surface elevation along the centerline predicted by 

STAR-CCM+ and FLOW-3D. Both codes predicts a free-surface elevation in excellent 

agreement with the field data, with errors lower than 0.5%. 

Figures 4.6 and 4.7 show the streamwise velocity distributions at the same ten cross 

sections analyzed in the previous subsection. At Sections 1 through 3, the streamwise 
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velocity distribution given by STAR-CCM+ predicts that the core of high velocity is 

situated near the center of the channel, while FLOW-3D predicts the core of high velocity 

is located closer to the outer bank. Sections 1 through 3 are located in the straight region 

of the channel, upstream of the bend region. Their cross sections are fairly regular with no 

significant changes in the bathymetry. There is no evidence to suggest that the core of high 

velocity should be located near the outer bank. In Sections 4 through 8, the core of high 

streamwise velocity moved toward the inner bank, even though the deepest parts of the 

channel are located close to the outer bank. The flow in these sections is adjusting to the 

local channel bathymetry right downstream of the dam, as the flow is subcritical. This 

behavior can be observed in both STAR-CCM+ and FLOW-3D solutions. Finally, as the 

flow leaves the bend region, it moves towards the deepest parts of the channel. The flow 

has a slight tilt towards the outer bend due to the adverse pressure gradients caused by the 

bend. It can be concluded that both STAR-CCM+ and FLOW-3D are capable of capturing 

this effect.  

Even though the streamwise velocity distributions are comparable in the solutions 

obtained using the two CFD codes, their mass conservation capabilities differ greatly. The 

legend of the contour plots of Figures 4.6 and 4.7 shows that the streamwise velocity values 

predicted by FLOW-3D are greater than the ones calculated by STAR-CCM+. A more 

compelling argument is presented in Figure 4.8 in which the mass errors are shown at each 

cross section for the STAR-CCM+ and FLOW-3D solutions. STAR-CCM+ shows a 

maximum mass error of 8%, while FLOW-3D has a maximum mass error of approximately 

50%. It is expected that these errors can be reduced by reducing the time step of the 

simulation, increasing the number of subiterations per time step and/or refining the 

computational mesh in the region of interest (i.e. main channel of the river). However these 

approaches significantly increase the computational cost for the simulation. Due to the 

mass conservation problem found for the FLOW-3D solution, one can conclude that 

STAR-CCM+ is the better code for this type of applications.  
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4.2 Steady flow in a 2-km river reach with an inline 

hydraulic structure 

 A river reach of approximately 2 km of the Iowa River near Iowa City was selected 

as the second validation test case for applications in natural river reaches. The flow 

conditions are the same as in the previously discussed test case. As seen from Figure 4.9a, 

the simulated river reach starts some distance downstream of the first river dam at section 

1’-1’ and extends until section 2’-2’, situated some distance downstream of the second 

river dam (3-3). A close-up of the location of the computational domain is shown in Figure 

4.9b. Since the flow after the second river dam is subcritical, the downstream boundary 

condition needs to be modified to accurately predict the free-surface elevation. 

Consistently with the previous test case, an extension of approximately 1 km was included 

at the end of the 2-km reach to get rid of recirculating flow problems at the outlet section 

of the domain. The total length of the computational domain is close to 3-km. The results 

will only be presented for the first 2-km. Figure 4.10 shows a contour plot of the 

bathymetry/topography elevation data used to create the computational mesh. Figures 4.11 

and 4.12 show the bathymetry distribution upstream and downstream of the river dam, 

respectively. The region around the river dam is characterized by a sudden drop in the 

bathymetry elevation, making the bathymetry upstream and downstream of the river dam 

to have very different elevation levels.  

The main parameters of the simulation are shown in Table 4.2. The Froude number 

and the Reynolds number are defined with the mean velocity and mean water depth at the 

inlet section. The total number of grid cells of the computational mesh is close to 3 million 

and the Courant number was close to 0.2. 
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Table 4.2 Main geometrical and flow parameters for the 2-
km Iowa River reach domain 

Flowrate (m3/s) 167.4 

Velocity at the inlet (m/s) 0.44 

Depth at the inlet (m) 4.82 

Length of main channel (km) 0.85 

Length of extension (km) 1 

Time step (s) 0.5 

Courant number 0.21 

Froude number 0.06 

Reynolds number 2.12 x 106 

Number of grid cells 2.0 x 106 

 

Two types of outlet boundary conditions are tested. The first method extrapolates 

the values of the pressure and the volume fraction function to the outlet boundary, therefore 

assuming uniform steady flow. The second approach differs from the one used in the 

previous test case. When specifying a free-surface elevation at the outlet, one implicitly 

assumes that the flow is uniform and steady. Under most conditions, this holds true. 

However, if one were to deal with highly unsteady flows and/or channel/floodplain 

compound flow, those assumptions may be broken. A more flexible way was sought that 

would be able to simulate a larger range of flow conditions. In the second approach, a small 

negative slope was included in the 1-km extension at the end of the domain of interest. By 

including such negative slope, the free-surface elevation needs to increase in order to 

overcome this smooth obstruction in the flow. With this approach, the variables at the outlet 

are extrapolated as usual. It was found that the second approach reproduced the streamwise 

free-surface elevation with higher accuracy (maximum error of 4 cm). The results obtained 

with the latter outlet treatment are shown in Figure 4.13.  

To explain the flow features, streamwise velocity distributions and vector plots are 

analyzed next. Figure 4.14 shows the streamwise velocity distributions at eight cross 
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sections located upstream of the river dam. Figure 4.15 visualizes the streamwise velocity 

distribution in four cross sections located downstream of the river dam. Figures 4.16, 4.17 

and 4.18 show vector plots throughout the domain. It is observed that when water enters 

the domain, the velocity distribution is very regular, with the core of high velocity situated 

near the center of the channel. Some flow disturbances are observed in Sections 1 and 2, 

but they might be due to their location close to the inlet where the flow is still adapting to 

the bathymetry. As the flow moves downstream, it encounters a big depression. As a result, 

the core of high velocity moves towards the deepest part of the channel. This creates 

recirculating regions on both banks of the channel, as observed in Figure 4.16. As the flow 

leaves the depression region, the core starts moving towards the center of the channel, as 

observed in Sections 3 through 8. While doing so, a shallow region is encountered at the 

right bank, which creates recirculating flow right downstream of this shallow region 

(Figure 4.17). This region can also be observed in Section 5 in Figure 4.19. Once the flow 

had fully readjusted from the effects of the bed depression and the shallow region near the 

right bank, the core of high velocity is again situated near the center of the channel. 

Right after Section 8, the flow encounters the river dam. The river dam causes the 

flow to become supercritical, inducing a hydraulic jump right downstream of it. A typical 

hydraulic jump creates a significant recirculating flow region near the free surface, while 

the core of high velocity travels near the bed and eventually resurfaces some distance 

downstream. Moreover, the hydraulic jump in this specific test case occurs in a region 

where the channel width decreases, especially near the right bank, as seen in Figure 4.13. 

The deepest parts, which are located near the center of the channel, have a lower velocity 

magnitude compared to the shallower regions, which are located near the banks This is due 

because the velocity induced by the sudden drop of elevation at the dam is distributed over 

a larger depth in the deeper regions compared to the shallower regions. Thus, the center of 

the channel will experience slower velocities compared to the banks. Furthermore the 

contraction of the channel width increases the velocity near the banks, as seen in Sections 
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9 and 10 in Figure 4.20. These features eventually fade away and the flow transitions to a 

more typical open channel cross-sectional distribution, with the core of high velocity 

located near the center of the channel, as shown in Sections 11 and 12 in Figure 4.20.  

4.2.1 Comparison with FLUENT 

 Even though the present 3-D (STAR-CCM+) model showed a better performance 

in the previous test case when compared to FLOW3D simulation results, it is of interest to 

investigate how its performance compares to other industry standard CFD codes. FLUENT, 

just as FLOW3D, is a state-of-the-art CFD code with deformable free-surface capabilities 

via the Volume-of-Fluid method.  

The setup of the FLUENT model was very similar to the setup used in the STAR-

CCM+ model. While the boundary conditions were the same as the ones used in STAR-

CCM+, the flow modules were slightly different, since the implicit unsteady solver 

available in STAR-CCM+ had to be replaced by the explicit unsteady solver in FLUENT. 

Explicit unsteady simulations are highly restricted by the time step, since they are 

conditionally stable and are prone to numerical instabilities. On the other hand, implicit 

schemes are much more stable, thus relaxing the time step constraint, which may be a huge 

practical advantage. FLUENT, in turn, uses a variable time step that adjusts automatically 

to the flow conditions. In the present solution, the time step was allowed to increase to the 

maximum value beyond which the solution starts diverging. The fixed time step used in 

STAR-CCM+ was 0.5 s while the maximum time step for which the FLUENT solution 

remained stable was 0.05 s, which is 10 times smaller. The number of grid cells was around 

2 million cells in both simulations.  

Figure 4.13 compares the streamwise free-surface elevation among STAR-CCM+, 

FLUENT and field data. FLUENT performs slightly better than STAR-CCM+. However, 

the differences are small. The maximum error in terms of predicting the free-surface 

elevation was approximately 4 cm in the STARCCM+ solution. The FLUENT solution 
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showed a maximum error of 0.8 cm. This comes as no surprise, since a lower time step 

guarantees a more exact solution for all flow variables. 

Figures 4.19 and 4.20 compares the streamwise velocity distributions at twelve 

representative cross sections. Sections 1 and 2 show significant differences. Around 

Section 1, FLUENT predicts the core of high streamwise velocity is situated near the 

bottom of the channel, close to the left bank. A similar patterns is observed at Section 2. In 

the STARCCM+ solution, Sections 1 and 2 show that the core of high velocity is situated 

near the center of the channel. There is no physical evidence to support the behavior shown 

by FLUENT. These differences might be due to the small distance to the inlet section, 

indicating that the flow is still adjusting to the inlet boundary condition. Sections 3 through 

5 show similar streamwise velocity distribution with very small differences between the 

STAR-CCM+ and FLUENT solutions. This indicates that both CFD codes are able to 

reproduce the flow physics created by the sudden changes in bathymetry present in this 

region of the river reach. The velocity distributions look more physical in STAR-CCM+ 

since they are able to better capture the boundary layer effect near the wall. Sections 6 

through 8 show some differences, even though both STAR-CCM+ and FLUENT predict 

that the core of high streamwise velocity is situated near the center of the channel. FLUENT 

is unable to predict accurately the boundary layer effect and distributes the velocity more 

evenly in the channel compared to the STAR-CCM+ results. STAR-CCM+ predicts a more 

concentrated core of high velocity and captures better the boundary layer effect on the 

velocity distribution.  

Sections 9 through 12 are located downstream of the first dam. In Sections 9 and 

10, both STAR-CCM+ and FLUENT predict that the core of high streamwise velocity is 

situated near the banks. This supports the fact that these features are caused mainly by 

bathymetry changes and by the hydraulic jump, both of which are captured by FLUENT 

and STAR-CCM+. Sections 11 and 12 show significant differences. STAR-CCM+ predicts 

that the flow started reattaching in Section 11 and has fully reattached at Section 12. 
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FLUENT, on the other hand, predicts that the flow is not reattaching and the magnitude of 

the near-bank cores of high velocity are increasing. This creates negative velocities near 

the bottom center of the channel (global mass conservation). Such behavior is extremely 

rare in natural river environments. Based on the above discussion, one can conclude that 

STAR-CCM+ better predicts the flow in a river reach with hydraulic structures in place, 

such as a river dam, even when the flow regime changes in the channel (e.g., subcritical to 

supercritical or vice versa). 

4.3 Flow in a 18-km river reach with two inline hydraulic 

structures and one tributary 

The third test case considered is an 18-km reach of the Iowa River near Iowa City. 

The main hydraulic features, such as the two hydraulic structures (i.e. river dams) and the 

main tributary, are included in the model. Figure 4.21 shows the location and extent of the 

computational domain. As seen from Figure 4.21, the computational domain starts right 

downstream of the flood control dam (Section 1-1) where a river gaging station is present 

(Section 1’-1’). The gage provides accurate measurements of stage and discharge over 

time. The end of the computational domain is located some distance downstream of the 

second river dam (Section 2’-2’), which is close to the south city limit of the city of Iowa 

City. The arrow points at Clear Creek, the main tributary feeding into the Iowa River near 

Iowa City. The inclusion of Clear Creek is of great importance due to the significant 

backwater effect from the Iowa River into Clear Creek during high flow conditions. 

Finally, a second river gaging station is also found within the domain of interest, 

approximately 100 m downstream of the second river dam.  

The main parameters of the simulation are shown in Table 4.3. The Froude number 

and the Reynolds number are defined with the mean velocity and mean water depth at the 

inlet section (low flow). The total number of grid cells is close to 12 million and the Courant 

number is close to 0.2. The computational grid had to be optimized significantly to limit 
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the number of grid cells (i.e. in the order of 10 million) needed to mesh the domain. The 

optimization was accomplished by coarsening the horizontal grid resolution while 

maintaining enough vertical grid resolution in areas of interest (main channel and 

floodplain).  

 

Table 4.3 Main geometrical and flow parameters for the 18-

km Iowa River reach test case 

Flowrate (m3/s) 245 

Velocity at the inlet (m/s) 0.51 

Depth at the inlet (m) 5.45 

Length of main channel (km) 18 

Length of extension (km) 1 

Time step (s) 0.5 

Courant number 0.2 

Froude number 0.07 

Reynolds number 2.78 x 106 

Number of grid cells 12.0 x 106 

 

The model used to perform 2-D simulations of the same case was SRH-2D. The 

extent of the domain in the 2-D simulation was the same as the one used in the 3-D 

simulation. The 2-D model was provided by the Iowa Flood Center (IFC) and was 

calibrated for both low and high flow conditions. The outlet boundary condition is based 

on a specified rating curve at the outlet. The biggest differences between the two models 

are the geometry near the river dams and the fact that the 2-D model has included 

buildings/obstructions in the computational domain. The 3D model takes into account the 

exact shape of the dams based on old construction blueprints, while the 2-D model accounts 

for the presence of the dams by including a bump in the geometry with the same crest 

elevation as the constructed river dams. The 2-D model also has empty regions that are 
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used to represent existing buildings over the floodplain and bridge piers in the main 

channel.  

The bathymetry/topography information is shown in Figure 4.22. It also includes 

the locations of 29 cross sections that will be used to analyze the solution. The cross 

sections are approximately equally spaced across the domain. Sections 1 through 15 are 

located upstream of the first river dam. Sections 16 through 27 are located downstream of 

the first river dam and upstream of the second river dam. Section 28 and 29 are located 

downstream of the second river dam. Figure 4.23 shows the locations of the two river dams 

and of Clear Creek, the main tributary, within the domain of interest.  

For this specific test case, the main comparison that can be performed is in terms 

of the free-surface elevation between the 3-D and 2-D models. Figure 4.24 shows the free-

surface elevation along the centerline of the channel for the 18-km reach predicted by the 

two models, as well as field data measurements. Between the inlet boundary and the first 

river dam, the 2-D model clearly underestimates the free-surface elevation with respect to 

field data, whereas the 3-D model (STAR-CCM+) follows very closely the field data, 

especially in regions close to the inlet. Around halfway in between the inlet boundary and 

the first river dam, the predicted free-surface elevation by the 3-D model starts to 

underestimate the elevation of the free surface. In between the first and second river dam, 

it is unclear which model represents the best the position of the free surface. The 3-D model 

overestimates the elevation close to the first river dam and it underestimates it in regions 

situated close to the second river dam. The 2-D model follows very closely the field data 

near the first river dam and it underestimates the free-surface elevation close to the second 

river dam. Finally, downstream of the second river dam the 3D model predicts the level of 

the free surface with more accuracy compared to the 2-D model, which consistently 

underestimates the free-surface elevation in the same region. On average the errors 

associated with the 3D model were in the order of 5% whereas the errors of the 2D model 

were in the order of 8% with respect to field data. Overall, it is concluded that the 3-D 
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model is able to predict the location of the free surface in a river reach of approximately 

18 km with arguably better results compared to a calibrated 2D model.  

While the location of the free surface is of most importance for flood modelling, an 

analysis of the velocity distribution is also relevant. Such task can be accomplished by 

examining the streamwise velocity distributions in the 3-D simulation, and by comparing 

velocity vectors, depth-averaged velocity profiles and unit-discharge profiles between the 

two simulations. Velocity vectors at the free-surface can be used as evidence to single out 

regions where the two solutions look very different. The 3-D and 2-D model results show 

visually no striking differences. This is why only vector plots at the free surface 

corresponding to the 3-D model results are shown (Figure 4.25 through Figure 4.33). These 

plots will be used to show where a specific cross section is situated within the domain of 

interest. The velocity vectors showed in the 3-D model correspond to vectors plotted on 

the isosurface of the volume fraction of water equal to 0.9. If one were to use the isosurface 

defined by a volume fraction of water being equal to 0.5, the vectors would be influenced 

by the air velocity profile. The bathymetry shown in the 3-D model vector plots is blanked 

inside regions with a volume fraction of water greater than 0.9, to make the results 

consistent with the vector isosurface. In addition, regions situated near the two river dams 

were omitted since the geometries differ in the two models.   

The fact that the vector plots show little to no difference, does not necessarily 

guarantee the behavior of the flow is quasi 2-D at all locations. 3-D effects can become 

more noticeable when analyzing the streamwise velocity distributions at different cross 

sections. In order to do a one-to-one comparison, the 3-D velocity profiles were depth-

averaged and the comparison can be made in terms of depth-averaged velocity profiles 

and/or in terms of unit discharge (depth-averaged streamwise velocity * depth). The main 

drawback of comparing depth-averaged velocity profiles is that they can differ significantly 

if the free-surface elevations predicted by the two models is not the same. The unit 

discharge, however, provides information on how the flowrate is distributed along the cross 
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section and takes into account both depth-averaged velocities, as well as water depth, which 

is a function of free-surface elevation; thus it was chosen as the desired function for 

comparing the two numerical results. Overall it was found that 22 out of the 29 cross 

sections showed really good agreement between the 3-D and 2-D unit-discharge profiles 

(less than 0.5% difference), meaning that in most of the Iowa River near Iowa City, the 

river behaves as a shallow environment. In order to understand the differences found at the 

7 cross sections that showed some noticeable disagreement (between 5% and 20% 

difference) between the two simulations, several quantities were calculated and are shown 

in Table 4.4. 

 

 

Table 4.4 Summary of agreement between 3-D and 2-D results for the 

specified 29 cross sections 

Section  

number Straight/Curved 

Location  

within  

bend 

Main 

Channel 

Width/Depth 

Main Channel 

Radius/Width 

2 Curved Middle 25 2.5 

8 Curved End 15 2.5 

9 Curved Start 18 5 

11 Curved End 18 5 

12 Curved Start 18 2 

13 Curved Middle 20 2 

14 Curved End 18 2 

 

The width to depth ratio gives a sense of the shallowness of the cross section. 

Usually it is assumed that shallow conditions are established when the width to depth ratio 

(W/D) is greater than 25; however no clear cutoff can be made. The ratio of the radius of 

curvature to the channel width (R/W) gives an indication of how curved the bend is. The 

lower the value, the more curved the bend is. Typically an R/W value less than 4 means 

very strong curvature effects, R/W between 4 and 8 means moderate curvature effects and 

greater than 8 means low curvature effects (Zeng et. al., 2010). Finally, Table 4.4 also 
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shows if the cross section is located in a straight or a curved reach and if it is located at the 

start, middle or end of the bend. This information can help explain the differences between 

the 3-D and the 2-D solutions.  

Good agreement is expected at all cross sections located in straight reaches within 

the domain of interest and some differences are expected in cross sections located within 

and/or in the vicinity of bends. However, this is not always the case. Out of all cross 

sections located within bends, only cross sections 2, 8, 9, 11, 12, 13 and 14 shows 

noticeable differences between the 3-D and 2-D unit-discharge profiles. This would 

suggest that in the remaining cross sections, the curvature effects are not strong enough to 

make the 2-D results deviate from the 3-D (depth-averaged) solution. The W/D ratio in all 

these cross sections ranges from 15 to 25, indicating that the flow in that region is fairly 

shallow. Therefore the differences can be attributed to strong curvature effects, which for 

curved open channels are generally observed when the curvature radius to width ratio is 

less than 4. It was no surprise to find that in the cross sections that showed good agreement 

between the 3-D and 2-D models for the unit-discharge profiles the Curvature Radius to 

Width ratio was larger than 5 and the Width to Depth ratio was greater than 25. This means 

that a 2-D Shallow Equations solver can accurately capture the flow as long as the geometry 

is shallow (large Width to Depth ratio) and secondary flow induced by channel curvature 

is fairly weak.   

4.3.1 Unsteady wave propagation 

 During the June-July 2008 period Eastern Iowa experienced the biggest flood in its 

history causing significant damage to several cities, including Iowa City. In the days 

previous to the flood event, the flow in the Iowa City reach of the Iowa River was quasi-

steady with a flowrate equal to the one used for the previous steady state simulation. Once 

the flooding event started, it lasted for approximately a whole month. However, for 

validation purposes, only the first three days of the unsteady flooding event will be 
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analyzed. The hydrographs of three gaging stations located near the inlet section, right 

downstream of the second river dam and in Clear Creek are shown in Figure 4.34, as well 

as 11 time instances that will be used later for a more detailed analysis of the solution.  

When dealing with a realistic flooding event, it is important to capture the time to 

peak of the event. If a proposed flood inundation model is unable to capture accurately the 

time to peak of a flood event, its results are of little to no use since the time to peak is 

directly related to the peak inundation being experienced. Therefore, the first validation 

will be in terms of the hydrograph reproduced near the USGS gaging station located 

approximately 100 m downstream of the second river dam. This location was chosen since 

the other two gaging stations were used to specify the inlet boundary conditions for the 

Iowa River and Clear Creek. As seen from Figure 4.34, the 3-D solution is capable of 

accurately predicting the flowrate at the same location of the USGS gaging station. The 

time to peak for the two peaks observed in the hydrographs were accurately captured with 

no clear delay or rush with respect to the recorded flow rates. However, the flowrates 

exhibit fluctuations around the desired values. The nature of these fluctuations is unknown, 

but most likely they are caused by the way the VOF method works. During an unsteady 

event, cells are being filled or emptied with water as the simulation progresses and so the 

flowrates and volume of water stored in the domain are directly related to the grid cell size. 

For the simulation in question, the grid cells size are relatively large implying that emptying 

and/or filling up of cells have a noticeable influence on the flowrates and total volume of 

water. Since the flow is mainly controlled by the presence of the two river dams, it can be 

safely assumed that when the flowrate is increased, the river dams will create a backwater 

effect to regions situated upstream of them. This backwater effect can propagate as a wave 

and so the emptying/filling up of the cells could have a wave-like behavior. This is most 

likely the explanation of the observed fluctuations of the predicted flowrates.  

During the unsteady hydrograph propagation detailed free-surface elevation data 

was only available for the initial conditions (steady state conditions). Thus, the comparison 
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will be performed between the 3-D and 2-D results. Figure 4.37 shows the free-surface 

elevation at the 11 specified time instances during the unsteady event, as well as at steady 

state. To assess the performance of the two models, the relative error between the 2-D 

simulation with respect to the 3-D simulation was calculated in three regions of the 

computational domain: upstream of the first river dam, in between the first and the second 

river dam, and downstream of the second river dam. The errors are shown as percentages 

of the depth predicted by the 3-D model, since it is assumed that the 3-D model is more 

accurate than the 2-D model based on the preliminary test cases. The letters O and U mean 

“overestimate with respect to the 3-D model” or “underestimate with respect to the 3-D 

model” respectively. For instance, O(1%) means that the free-surface elevation predicted 

by the 2-D model overestimates by 1% of the mean channel depth with respect to the 3-D 

model prediction. At steady state (Time 0), the 2-D model is, on average, underestimating 

by approximately 8% the mean channel depth predicted by the 3D model. As the unsteady 

wave passes through the domain and the flowrates increase, this behavior starts to switch 

in the other direction. A small, but consistent, trend is observed, in which the depths 

predicted by the 2-D model become larger than the ones predicted by the 3-D model. At 

the latest time (Time 11), the 2-D model is consistently overestimating with respect to the 

3-D model. While the percentages of overestimation at the latest time look relative low, 

the overall percentage change from Time 0 to Time 11 is quite noticeable, being as high as 

10% with a mean value of 9%. The analysis of the time evolution of the free-surface 

elevation concludes that the 2-D model tends to overestimate the water elevation as the 

flowrates increase compared to those obtained using a 3-D model.  

When comparing the unit-discharge profiles, it was found that cross sections that 

showed good agreement at steady state conditions also showed good agreement throughout 

the duration of the unsteady event. Figure 4.35 shows the unit-discharge profiles at 8 cross 

sections that showed good agreement at initial conditions, as well as at peak flowrate 

conditions during the unsteady event. It is observed that at both times the agreement 
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between both computational results is outstanding. However, Figure 4.36 shows that the 

agreement between the two simulations decreases with increasing flowrate at the cross 

sections that showed bad agreement between the two simulations at initial conditions.  

Overall, only 7 cross sections out of a total of 29 showed clear differences between 

the velocity profiles in the two simulations for relatively low flow conditions. The 

differences are attributed to the level of curvature of the curved parts of the river reach. At 

high flow conditions, the reason for the differences can be multiple due to three-

dimensional effects caused by the shear layer induced by the interaction between the main 

channel and its floodplain, which increases the overall three dimensionality of the flow 

field. While the Iowa River near Iowa City tends to acts mostly as a 2-D environment for 

low flow conditions, its behavior for high flow conditions is yet to be investigated and it is 

the focus of the next test case.  

4.4 Flow in a 7-km river reach with two inline hydraulic 

structures and one tributary 

To better investigate the accuracy of 2-D depth averaged models for flood 

propagation, simulations at high flow conditions were conducted. While simulating the full 

extent (18 km) would be the optimum choice, a sub-section of the entire domain was chosen 

due to computational constraints. When choosing the desired sub-section several 

considerations were taken into account. The first consideration was that all main hydraulic 

features of the full Iowa River domain had to be present in the smaller domain. The second 

consideration was that the desired shorter reach should show good agreement between 3-

D and 2-D depth-averaged velocity profiles for low flow conditions such as to clearly 

observe any possible new differences. The third and final consideration was that the 

agreement between the predicted free-surface elevations by the 3-D and 2-D models should 

be very good. A section of 7-km of the Iowa River near Iowa City that satisfied these 

considerations was chosen for the following analysis (Figure 4.38). The 7-km reach starts 
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some distance upstream of the first river dam and extends some distance downstream of 

the second river dam. Figure 4.38 also shows the location of 8 cross sections that will be 

used for a more detailed analysis. 

Figure 4.39 shows the bathymetry/topography information used in the 3-D and the 

2-D models, respectively. The bathymetry/topography data used in the 3-D model had a 

constant resolution of 5 m inside the main channel and a variable resolution of 10-20 m 

over the floodplain. On the other hand, the 2-D model used a variable resolution between 

5-20 m everywhere in the domain. The 2-D model also includes the presence of several 

buildings on the floodplain. It is expected, however, that these structures will not affect the 

free-surface elevation and velocity profiles in the main channel significantly. The 

mentioned buildings can be observed in Figure 4.39 (b), as they are represented as empty 

spaces in the domain. The lateral extent of the 2-D model is somewhat smaller than the 

lateral extent of the 3-D model. This difference will not affect the results, since the extent 

of the 2-D model includes most possible inundation scenarios.  

Steady-state conditions were simulated for a flowrate of approximately 1150 m3/s, 

which corresponds to flow conditions close to the peak flowrate experienced during the 

flood of 2008. The average velocity at the inlet was approximately 2.5 m/s with a 

corresponding depth of approximately 7 m. The CFL number was kept constant at 0.2 by 

decreasing the time step to 0.1 s to maintain numerical stability. Table 4.5 shows the main 

parameters of the simulation. Once steady state results were obtained, a sinusoidal unsteady 

wave with a flowrate amplitude of 600 m3/s was propagated into the domain (Figure 4.40). 
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Table 4.5 Main geometrical and flow parameters for the 7-

km Iowa River reach 3D simulation 

Flowrate (m3/s) 1150 

Velocity at the inlet (m/s) 2.43 

Depth at the inlet (m) 6.95 

Length of main channel (km) 7 

Length of extension (km) 1 

Time step (s) 0.1 

Courant number 0.2 

Froude number 0.3 

Reynolds number 16.9 x 106 

Number of grid cells 8 x 106 

 

Detailed free-surface elevation data were not available for steady state conditions. 

The only available information available was data from the USGS gage located 100 m 

downstream of the second river dam. For the specified flowrate, a corresponding free-

surface elevation can be obtained for the location of the gage. While only a single point is 

used for data comparison, the comparison can provide valuable information on the 

accuracy of the numerical models. Figure 4.41 shows the free-surface elevation distribution 

along the centerline of the main channel for the 7-km reach obtained using the 3-D and 2-

D models for both steady state and peak flood extent, as well as the relative location of the 

USGS gage and the corresponding free-surface elevation point for steady state conditions. 

Both the 3-D and 2-D models predict a free-surface elevation value very close (within 5 

cm) to corresponding elevation obtained using the USGS rating curve. However, the free-

surface elevation profile varies noticeably between the two simulations. On average, the 2-

D simulation predicts a higher elevation compared to the 3-D simulation. The differences 
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are up to 0.4 m for distances between 3500 m and 5000 m. This behavior is consistent with 

what was concluded based on analysis of the evolution of the free-surface elevation during 

the unsteady wave propagation for low flow conditions. In that case, it was observed that 

the higher the flowrate, the more the 2-D model tends to overpredict the location of the free 

surface with respect to the 3-D model. 

During the propagation of the unsteady wave, the differences become larger at peak 

flood extent (Time = 3.5 hr) compared to steady state results (as high as 0.75 m) across the 

entire domain. For instance, at approximately the same location (Distances between 3500 

m and 5000 m), the differences grow from 0.4 m at steady state to 0.75 m at peak flood 

extent. Most likely, the differences are due to the reduction of cross sectional area caused 

by the inclusion of buildings in the 2-D model geometry, as well as the mesh resolution in 

the vertical direction in the 3-D model. The inclusion of buildings not only decreases the 

cross sectional area available for channel flow, it also decreases the available space for 

inundation. These two effects combined means that for the same flowrate, the 2-D model 

needs to inundate more in order to have a higher free-surface elevation and increase the 

corresponding cross-sectional area available in regions where buildings are present. On the 

other hand, the vertical mesh resolution in the 3-D model determines the resolution of the 

free-surface elevation, which is function of the cell size in the vertical direction. 

While looking at the streamwise distribution of the water elevation gives a sense 

on how the two models compare, it tells little about the areas inundated in the tow 

simulations. Aerial pictures of the extent of flooding are presented in Figure 4.42 for the 

predictions obtained with the 3-D and 2-D models, as well as aerial photographs taken after 

the peak of the flood of 2008 at approximately the same discharge. When comparing the 

extent of flooding, the agreement between both numerical models and the aerial photograph 

is outstanding. Only slight differences can be observed throughout the domain where the 

2-D model inundates slightly more than the 3-D model. For example, this happens between 

Section 1 and the 1st dam and between Section 2 and 3. Overall, the 2-D model 



www.manaraa.com

111 
 

overestimates the flood extent by approximately 7% when compared to the 3-D model 

results. When comparing both numerical results to the aerial photograph, an exact extent 

of the flooded area cannot be delineated in the aerial photograph. The small contrast 

between the color of water in the river (light brown) and the ground (shades of green) and 

the visual obstruction of canopies forced us to delineate an approximate flooding extent 

using a red line (Figure 4.42 c). Both solutions are able to predict the approximate flooding 

extent captured from the aerial photograph, with the 3-D model predictions giving better 

visual agreement with respect to the aerial photograph compared to the 2-D model 

predictions. 

During the propagation of the unsteady wave, both numerical models performed, 

visually, quite similarly. At peak flood extent (Figure 4.43), for instance, the 3-D and 2-D 

models predict similar peak flood extents; though the 2-D model actually predicts a larger 

extent (by 9%) of the inundated region when compared to the 3-D model prediction. Since 

the unsteady wave was an artificial sinusoidal wave, no comparison can be made with 

flooding extent that actually occurred. 

Streamwise velocity distributions predicted by the 3-D model were analyzed at the 

12 representative cross sections.  The distributions looked qualitatively correct at these 

cross sections. Therefore, they are not presented. The unit-discharge profiles where 

differences between the 2-D and 3-D simulations were noticeable are shown in Figure 4.44. 

At steady state, significant differences were observed in Section 1, 6, 11 and 12. In Section 

1, which is located in a region of high curvature, right before the 1st dam, the 2-D model 

the location and magnitude of peak unit discharge within the section is very different from 

the 3-D model prediction. In Section 6, which is located in the area influenced by the 

buildings, the 2-D model predicts a more spread-out distribution of the unit discharge 

compared to the 3D model. Thus, the 3-D model predicts higher values of unit discharge 

in the main channel. Section 11 is located in a straight reach upstream of the 2nd river dam. 

In principle, Section 11 should not present any difference between the two numerical 
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solutions. However, this is not the case. A shallow region is present on the east side of the 

cross section, which in turn creates recirculating flow. The 2-D model is unable to 

accurately capture this phenomenon and so it predicts a fairly symmetric and close to 

uniform unit discharge distribution away from the two banks. By contrast, the 3-D model 

predicts a distribution skewed towards the west side of the channel. Finally, Section 12 is 

located downstream of the 2nd river dam, where the flow is highly influenced by the 

hydraulic jump caused by the river dam. Given that the flow is highly three dimensional 

around the hydraulic jump, the 3-D and 2-D solutions are very different from each other in 

this region. The 3-D model predicts 2 peaks of the unit discharge at Section 12, whereas 

the 2-D model predicts a fairly uniform unit discharge distribution. The peak unit discharge 

magnitude difference are 20%, 25%, 8% and 16% for Sections 1, 6, 11 and 12 respectively.  

At peak flood extent, the shapes of the unit discharge profiles predicted by the 3-D 

and 2-D models do not change significantly compared to the ones predicted at steady state. 

The main differences found at steady state between the predictions of the two models are 

also present at peak flood extent (Figure 4.44). The actual errors in term of magnitude of 

peak unit discharge are found to be equal or lower than the ones predicted at steady state, 

with values of 13%, 12%, 8% and 12% for Sections 1, 6, 11 and 12 respectively.  

An in-depth analysis of the differences between the 2-D model predictions with 

respect to the 3-D model concluded that both models perform quite similarly in terms of 

flood extent, free-surface elevation and unit discharge profiles. However the 2-D model is 

unable to reproduce the exact free-surface elevation and unit discharge profiles predicted 

by the 3-D model. These differences are mainly caused by 3-D effects generally associated 

with regions of high stream curvature of the river reach and high flow conditions where 

main channel-floodplain shear layers are generated. The 3-D model proves to be a more 

flexible and accurate tool to predict flow in natural streams. 
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4.4.1 Assessment of possible flood protection strategies 

 Flood protection strategies refers to all methods used to reduce or prevent effects 

of flooding. Some examples of flood protection strategies for a river environment are 

levees, temporary flood protection walls, flood prevention dams, or construction of ponds. 

In the case of the Iowa River near Iowa City, the favored current approach of reducing the 

effect of detrimental flood waters is the deployment of temporary flood protection walls. 

Such walls do not allow water to flow into certain areas but severely constrict the available 

area for flow passage, thus increasing the three-dimensionality of the flow behavior. The 

3-D model is used to assess the effectiveness of existing, as well as possible future, flood 

protection strategies. They include deployment of temporary flood protection walls in new 

zones of interest, as well as removal of one of the two, or both river dams located in the 

domain of interest. Due to the fact that these structures are only active at high flow 

conditions, they will only be tested in the 7-km reach of the Iowa River near Iowa City 

discussed in the previous subchapter.   

The strategies that will be studied are shown in Table 4.6. Currently, Iowa City 

under flooding conditions deploys floodwalls that extend from halfway between Sections 

8 and 9, until Section 12. These floodwalls will be called FW3 in the present document. 

Additional floodwalls are proposed to be installed to protect regions situated near Section 

1 and the 1st Dam (FW 1), and between Section 3 and halfway between Sections 5 and 6 

(FW 2). Additionally two dam removal strategies are proposed: one in which only the 2nd 

river dam is removed and one in which both river dams are removed.  
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Table 4.6 Flood protection strategies considered 

Scenario 1 FW 3 

Scenario 2 FW 1 + FW 3 

Scenario 3 FW 2 + FW 3 

Scenario 4 FW 1 + FW 2 + FW 3 

Scenario 5 Removal of 2nd dam 

Scenario 6 Removal of both dams 

Steady state and unsteady wave solutions were obtained for the same flow 

conditions as in the previous subchapter (Table 4.5, Figure 4.40). Consistently with the 

analysis performed in the previous subchapter, the comparison between Scenarios 1 

through 6 will focus on the free-surface elevation profiles, flood inundation extent and unit 

discharge profiles, with special emphasis on estimating the percent reduction of flooded 

areas since this variable directly correlates with the efficiency of each strategy in protecting 

against flooding.  

Figure 4.45 shows the flood extent at steady state conditions, as well as the peak 

flood extent for all cases where floodwalls were installed in the computational domain 

(case scenarios 1 through 4), including the case where no floodwalls were present (Base 

Case). Floodwalls FW 3 are shown in red lines, whereas FW 1 and FW 2 are shown in 

blue. Inclusion of floodwalls FW 3 in the domain does protect areas in the direct vicinity 

of these flood protection structures from flooding at peak flood extent without having much 

effect upstream of the structures. A slight increase of the flood extent is observed between 

Section 1 and the 1st dam, as well as between Sections 2 and 3. The slight increase of the 

flood extent between Section 1 and the 1st dam and between Sections 2 and 3 is greatly 

overshadowed by the reduction of the flood extent in the vicinity of FW 3, resulting in a 

net flood extent reduction of approximately 8% at both steady state and peak flood extent.  

Case Scenario 2 (FW 1 + FW 2) protects efficiently against flooding near Sections 

1 and 2 at both steady state and peak flood extent. These areas were not protected in case 

scenario 1. Case Scenario 2 would be very beneficial to Iowa City since the floodwalls will 
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protect heavy development areas where, for instance, hospitals, hotels and restaurants are 

found. At steady state, the flood extent reduction is approximately 18%. At peak flood 

extent, the flood extend reduction is close to 19%. Case Scenario 3 (FW 2 + FW 3) 

significantly reduces flooding between Section 3 and Section 6, at both steady state and 

peak flood extent, without protecting areas previously protected in Case Scenario 2. In 

contrast to Case Scenario 2, Case Scenario 3 would protect a major residential area in Iowa 

City. The flood extent reduction for case Scenario 3 is approximately 15% under steady 

state conditions and 14% at peak flood extent. Case scenario 4, which includes all 

floodwalls (FW 1 + FW 2 + FW 3) would protect the same areas that the previous test cases 

protect, making it the more efficient among the four flood protection strategies considered. 

It would reduce flooding by 25% under steady state conditions and 26% under peak flood 

extent. It is important to mention that for Case Scenarios 1 through 4 the reduction of the 

flood extent is about the same for both steady state and peak flood extent conditions. The 

percentage reduction of the flooded area at peak flow conditions is expected to decrease 

with increasing flowrates for really large flows (i.e., when overtopping of floodwalls 

occurs).  

Figure 4.46 shows the free-surface elevation profile along the centerline for all 

flood protection strategies that include floodwalls (case scenario 1 through 4), as well as 

for the Base Case. No significant differences can be observed at both steady state and at 

peak flood extent among Case Scenarios 1 to 4 and the Base Case. However, Case 

Scenarios 1 to 4 show an increase of the free-surface elevation downstream of the 2nd dam 

by about 0.3 m (1 ft). This should be mentioned since when implementing flood protection 

strategies, the flooding can be reduced in the areas of interest but can be enhanced in areas 

downstream or upstream of them. Therefore, flooding will be increased by about 1 ft. of 

water downstream of FW 3, though the effect should not extend significantly away from 

FW 3 since the flow should adjust to normal flow fairly rapidly.  
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Figure 4.47 compares the unit-discharge distributions at 6 cross sections that 

showed the biggest differences between the Base Case and Case Scenarios 1 to 4 at steady 

state and peak flood extent conditions. Figures 4.48 through 4.50 will also be used as an 

aid to explain the differences found in Figure 4.47. At Section 1, which is located near 

floodwalls FW 1, all profiles look quite similar at steady state. Case Scenarios 2 and 4 

show a recirculating region (negative unit discharge) near the left bank, which is not found 

in the other cases. At peak flood extent, however, Case scenarios 2 and 4 show a significant 

increase of the peak unit-discharge, by approximately 30% with respect to the Base Case. 

This is due to the reduction in cross sectional area caused by inclusion of FW 1.  

Section 2 (located downstream of FW 1 and the 1st dam) shows a similar trend in 

which little differences are observed at steady state conditions but differences arise at peak 

flood extent conditions. In particular, this is the case for Case Scenarios 2 and 4, where an 

increase of the peak unit discharge of approximately 10% is observed. This is explained by 

the reduction of the cross sectional area upstream (i.e. Section 1), which forces the flow in 

a particular direction that is not consistent with that observed in the Base Case. When the 

flow reaches Section 2 it does not have enough space to adjust and so differences are 

observed with respect to the Base Case.  

Sections 4 and 5 (located near FW 2) show big differences, mostly in the shape of 

the unit discharge profile at both steady state and, mainly, at peak flood extent conditions. 

Case scenario 3 and 4 show a sharp increase of the unit discharge near the transition 

between the main channel and left floodplain. This difference in the shape of the unit 

discharge is explained by the presence of floodwalls FW 2. Figure 4.48 and 4.49 show the 

streamwise velocity distribution at Sections 4 and 5. The presence of FW 2 reduce the cross 

sectional area and changes the distribution of the streamwise velocity in these sections. At 

Section 5, a clear amplification of the streamwise velocity magnitude is observed. Case 

Scenarios 3 and 4 show an increase of the peak unit discharge of about 15% and 12% for 

Section 4 and 5 respectively. 
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Section 6 displays a similar pattern as Section 5, where Case Scenarios 3 and 4 

show an increase of the peak unit discharge of approximately 20% (compared to 10% at 

Section 5), though this increase is not located near FW 2. Floodwalls FW 2, similarly to 

FW 1, force the core of high streamwise velocity toward a different location compared to 

the Base Case. FW 2 moves the core of high velocity towards the main channel of the Iowa 

River. This can be observed in the streamwise velocity distribution at Section 6 (Figure 

4.50).  

Finally, Section 11 shows the smallest difference between Case scenarios 1 to 4 

and the Base Case. The core of high unit discharge moves closer to the left bank. This is 

caused by the presence of floodwalls FW 3 that force the core of velocity to have a different 

location compared to the Base Case. In turn, Case Scenarios 1 to 4 show an increase of the 

peak unit discharge by approximately 20%.  

Reduction in the flood extent can also be achieved by removing the existing river 

dams in the domain. Such scenarios are studied in Case scenarios 5 and 6. Figure 4.51 

shows the flood inundation extent comparison between Case Scenarios 5 and 6 and the 

Base Case for both steady state and peak flood extent conditions. At steady state, the 

flooding between Section 10 and 12 is reduced significantly in Case Scenario 5. Flooding 

in this region is influenced by the backwater effect caused by the 2nd river dam. This effect 

is highly local and does not propagate significantly upstream, where only a small reduction 

of the flood extent is observed near the 1st river dam. On the other hand, when both dams 

are removed (Case Scenario 6), the flood extent is greatly reduced not only between 

Sections 10 and 12, but also near Section 1 and the position of the 1st river dam. The free-

surface elevation profile along the centerline of the main channel confirms these findings 

for steady state conditions (Figure 4.52). It is also concluded that the removal of the river 

dams will not have any effect on flood extent downstream of the 2nd river dam. This result 

makes sense, as the flow is supposed to achieve normal flow conditions in the absence of 

any obstruction (i.e. river dams). The percent reduction of the flood extent at steady state 
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conditions for Case scenarios 5 and 6 are 11% and 19% respectively, with respect to the 

Base Case. 

At peak flood extent, however, small differences are observed between Case 

Scenarios 5 and 6 with respect to the Base Case. This indicates that the effectiveness of the 

dam removal measures becomes of lesser value at higher flowrates. Such decay in 

effectiveness is not surprising, since under higher flowrates flow obstructions (e.g., river 

dams) play a less important role. Figure 4.52 confirms this finding. The free-surface 

elevation profile at peak flood extent conditions shows only small differences near the river 

dams. The flood extent reduction at peak flood extent conditions for Case Scenarios 5 and 

6 are 9% and 11% respectively, compared to 11% and 17% at steady state conditions, 

confirming the decrease of their capability to limit flood extent at higher flowrates.  

In terms of unit-discharge profiles, only Sections 1, 2, 10 and 12 show significant 

differences between the Base Case and Case Scenarios 5 and 6. In particular, Section 1, 

shows a significant difference between the Base Case and Case Scenario 6. The region of 

high unit discharge of the unit discharge profile for Case Scenario 6 is now situated closer 

to the left bank compared to the Base Case and Case Scenario 5. This is explained by the 

fact that removing the dam creates a new path of less resistance. The peak magnitudes of 

the unit discharge at Section 1 in Case Scenario 6 is 15% larger compared to both Base 

Case and Case Scenario 5 at both steady state and peak flood extent.  

At Section 2, an amplification of the core of high unit discharge is observed for 

Case Scenario 6, but no shift of its location compared to the Base Case. The amplification 

of the peak unit discharges is approximately 30% with respect to both the Base Case and 

Case Scenario 5. The amplification in the magnitude of the peak unit discharge at both 

Sections 1 and 2 for Case Scenario 6 is explained by the decrease of free-surface elevation 

(Figure 4.52). This reduces the cross sectional area and increases the magnitude of the 

streamwise velocities in the cross section (Figure 4.54 and Figure 4.55).  



www.manaraa.com

119 
 

Section 10 shows practically no differences between the Base Case and Case 

Scenarios 5 and 6 at steady state conditions. At peak flood extent, differences are observed 

for the magnitudes of the unit-discharge profiles inside the main channel. Case Scenarios 

5 and 6 show an increase of approximately 15% with respect to the Base Case, while the 

unit-discharge profile has a qualitatively similar shape. This increase is explained by the 

decrease of the free-surface elevation that increases the magnitude of the streamwise 

velocities at Section 10, as seen in Figure 4.56.  

Finally, Section 12 shows major differences in the shape of the unit-discharge 

profiles. Case Scenarios 5 and 6 shows a fairly symmetric profile, while a two peak 

distribution is predicted in the Base Case. As explained previously, this distribution of the 

unit discharge is caused by the hydraulic jump forming downstream of the 2nd river dam. 

When the 2nd river dam is removed, the level of three-dimensionality of the flow in this 

region decreases and the flow achieves a fairly symmetric distribution of the unit discharge 

at both steady state and peak flood extent conditions, as seen from Figure 5.45. 

4.5 Conclusions 

The 3-D model developed in STAR-CCM+ was used to predict flow in realistic 

river reaches of lengths ranging from 1 km to 18 km for steady and unsteady flow 

conditions, as well as for low- and high-flow conditions. It was found that the newly-

developed 3-D model is capable of predicting flow in realistic river environments. The 

model predictions were as good or better than the ones obtained with other state-of-the-art 

3-D CFD codes such as FLOW-3D and FLUENT.  

From the analysis performed for low- and high-flow conditions and for steady state 

and unsteady events it is concluded that while a standard 2-D model gives a somewhat 

accurate representation of the flow and flood development, it fails to predict the flow 

behavior everywhere, especially in areas where 3-D effects are important (e.g. due to high 
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curvature effects of the main river reach, sharp changes in the bathymetry, main channel / 

floodplain transition region at high flow conditions).  

In the case of the 18-km river reach test case with steady low-flow conditions, the 

presently developed 3-D model was able to predict the free-surface elevation more 

accurately compared to a standard 2-D model. In terms of the unit-discharge profiles 

significant differences between the 3-D and 2-D models were observed in the cross-

sections influenced by strong curvature effects. When an unsteady hydrograph was 

propagated into the domain, the 3-D model was able to reproduce the hydrograph recorded 

by a gaging station located within the domain with small differences. In terms of free-

surface elevation, it was observed that the 2-D model is very sensitive to changes in flow 

conditions and so it starts to overestimate the free-surface elevation with respect to the 3-

D model. At higher flowrates the differences between the 3-D model and 2-D model 

predictions switched from an underestimation by approximately 9% to an overestimation 

of 1% (10% difference) of the free surface elevation. In addition, the cross sections that 

showed differences in the unit-discharge profiles at initial conditions also showed 

differences at all times during the unsteady event. These differences were found to increase 

with increasing flow conditions. On the other hand, cross sections that showed good 

agreement at initial conditions also showed good agreement during the unsteady wave 

propagation.  

Under high flow conditions present in the 7-km river reach test case, the floodplain 

becomes flooded. This adds an additional challenge for the 2-D model because of the 

formation of shear layers at the interface between the main channel and the floodplains, 

where 3-D effects and secondary flows are stronger. In terms of free-surface elevation at 

steady state conditions, it was found that both the 2-D model and the 3-D model were able 

to predict within 5 cm the free-surface elevation at the USGS gage, though they predicted 

quite different free-surface elevation profiles upstream of it. Consistent with what was 

observed for low flow conditions, these differences increased with increasing flowrate, 
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reaching up to 0.75 m. In terms of flood extent, the solutions predicted by the two models 

looked quite similar. In terms of the surface flooded, the differences between the 2D model 

and the 3D model predictions were 7% and 9% for steady state and peak flood extent, 

respectively. The unit discharge profiles showed significant differences at several cross 

sections. 

The newly developed 3-D model was then used to asses flood protection strategies 

based on the inclusion of flood protection walls and removal of existing river dams. One 

of the scenarios tested predicted a flood extent reduction of about 25% both for steady state 

and peak flood extent conditions. The inclusion of the floodwalls induced a significant 

growth (up to 30%) of the magnitude of the peak unit discharge in several regions. When 

the flood protection strategy was based on removing existing dams, the most efficient 

solution was the one in which both dams present in the simulated river reach were removed. 

However, the impact of removing the dams decreased significantly at high flood 

conditions. Thus using floodwalls appears to be a better and less expensive solution in the 

case studied in this chapter. One concern in the implementation of any flood protection 

measures is the increase of the peak unit discharge. This, in turn, is expected to increase 

the rate of sediment erosion.    
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Figure 4.1 (a) Iowa River near Iowa City, Iowa, USA showing the flood control dam (1-

1), the first river dam (2-2) and the second river dam (3-3). The start and end of 
the computational domain are shown in sections (1’-1’) and (2’-2’) 
respectively. (b) Close-up view showing the start of the computational domain 
(1’-1’), the end of the computational domain (2’-2’) and the location of the first 
river dam (2-2) that is not part of the computational domain. 
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Figure 4.2 General layout for the 1-km channel bend of the Iowa River near Iowa City. 

Bathymetry contours are shown. 

 

 
Figure 4.3 Free-surface profiles along the centerline of the 1-km channel bend with two 

different outlet boundary condition treatments. The symbols correspond to field 
data measurements. 
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Figure 4.4 Visualization of the streamwise velocity variation in selected cross sections 

along the 1-km channel bend.  
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Figure 4.5 Free-surface profile comparison between STAR-CCM+ and FLOW-3D for the 

1-km channel bend. 
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Figure 4.6 Streamwise velocity distribution comparison between STAR-CCM+ and 

FLOW-3D in sections 1 to 5. 
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Figure 4.7 Streamwise velocity distribution comparison between STAR-CCM+ and 

FLOW-3D in sections 6 to 10. 
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Figure 4.8 Mass conservation error for the 3-D solution obtained using STAR-CCM+ and 

FLOW-3D. 
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Figure 4.9 (a) Iowa River near Iowa City, Iowa, USA showing the flood control dam (1-

1), the first river dam (2-2) and the second river dam (3-3). The start and end of 
the computational domain are shown in sections (1’-1’) and (2’-2’) 
respectively. (b) Close-up view showing the start of the computational domain 
(1’-1’), the end of the computational domain (2’-2’) and the location of the 
second river dam (3-3). 
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Figure 4.10 General layout of the 2-km river reach with bathymetry/topography contours. 

 

 
Figure 4.11 Bathymetry contours for the region situated upstream of the river dam in the 

2-km river reach domain. 
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Figure 4.12 Bathymetry contours for the region situated downstream of the river dam in 

the 2-km river reach domain. 

 

 
Figure 4.13 Free-surface elevation comparison between STAR-CCM+ and FLUENT 

predictions for the 2-km river reach. The field data is shown using symbols. 
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Figure 4.14 Streamwise velocity distribution in selected cross sections situated upstream 

of the dam for the 2-km river reach. 

 

 

 
Figure 4.15 Streamwise velocity distribution in selected cross sections situated 

downstream of the dam for the 2-km river reach. 



www.manaraa.com

133 
 

 
Figure 4.16 Velocity vector plots near Sections 1 through 4 for the 2-km river reach. 
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Figure 4.17 Velocity vector plot near Sections 5 through 8 for the 2-km river reach. 
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Figure 4.18 Velocity vector plot near Sections 9 through 12 for the 2-km river reach. 
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Figure 4.19 Streamwise velocity distribution comparison between STAR-CCM+ and 

FLUENT predictions in Sections 1-6 of the 2-km river reach. 

 

 



www.manaraa.com

137 
 

 
Figure 4.20 Streamwise velocity distribution comparison between STAR-CCM+ and 

FLUENT predictions in Sections 7-12 of the 2-km river reach. 
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Figure 4.21 Iowa River near Iowa City, Iowa, USA showing the flood control dam (1-1), 

first river dam (2-2), second river dam (3-3) and USGS gage (4-4). The start 
and end of the computational domain are shown in sections (1’-1’) and (2’-2’) 
respectively. Arrow points to Clear Creek, the main tributary of the Iowa River 
near Iowa City. 
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Figure 4.22 Bathymetry/topography for the 18-km river reach simulation. The locations of 

the 29 cross sections are also shown. 
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Figure 4.23 Bathymetry/topography for the 18-km river reach simulation with the locations 

of the two main hydraulic structures, the main tributary and the location of the 
USGS gage. 
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Figure 4.24 Free-surface elevation comparison between the 3-D model (STAR-CCM+) 

predictions, the 2-D model (SRH-2D) predictions and field data (symbols) for 
the 18-km river reach simulation of the Iowa River near Iowa City. 
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Figure 4.25 Velocity vectors near Sections 1-3 represented on the iso-surface of Volume 

Fraction of water equal to 0.9. Results are shown for the 3-D simulation of the 
18-km river of the Iowa River near Iowa City. Velocity vectors were blanked 
for values of the Volume Fraction of water greater than 0.9. 
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Figure 4.26 Velocity vectors near Sections 4-8 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in an 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked at 
locations were the Volume Fraction of water was greater than 0.9. 
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Figure 4.27 Velocity vectors near Sections 9-11 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in a 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked at 
locations where the Volume Fraction of water was greater than 0.9. 
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Figure 4.28 Velocity vectors near Sections 12-14 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in a 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked for 
values of the Volume Fraction of water greater than 0.9. 
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Figure 4.29 Velocity vectors near Sections 15-18 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in a 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked for 
values of the Volume Fraction of water greater than 0.9. 
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Figure 4.30 Velocity vectors near Sections 19-22 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in a 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked for 
values of the Volume Fraction of water greater than 0.9. 

 

 



www.manaraa.com

148 
 

 
Figure 4.31 Velocity vectors near Sections 23-25 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in a 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked for 
values of the Volume Fraction of water greater than 0.9. 

 



www.manaraa.com

149 
 

 
Figure 4.32 Velocity vectors near Sections 26-27 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in a 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked for 
values of the Volume Fraction of water greater than 0.9. 
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Figure 4.33 Velocity vectors near Sections 28-29 represented on the iso-surface of Volume 

Fraction of water equal to 0.9 for the 3-D solution of the flow in an 18-km river 
reach of the Iowa River near Iowa City. Velocity vectors were blanked for 
values of the Volume Fraction of water greater than 0.9. 
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Figure 4.34 Hydrograph predictions by the 3-D model for the flooding event occurring 

from June 3rd, 2008 until June 6th, 2008. Predictions are compared with 
measured flow rates at the Iowa City Gage. Specific times for further analysis 
are specified as vertical lines labelled 0 through 11. 
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Figure 4.35 Unit-discharge distribution comparison between 3-D (blue lines) and 2-D (red 

lines) simulation results at initial conditions (dashed lines) and Time 8 (solid 
lines). Comparison is made at 8 cross sections that show good agreement 
between the 3-D and 2-D solutions. 
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Figure 4.36 Unit-discharge distribution comparison between 3-D (blue lines) and 2-D (red 

lines) simulation results at initial conditions (dashed lines) and Time 8 (solid 
lines). Comparison is made at 7 cross sections that show bad agreement between 
3D and 2D solutions. 
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Figure 4.37 Free-surface evolution at 11 representative times during the unsteady 

hydrograph. Differences between the 3-D (Solid line) and 2-D (dashed line) 
solutions are shown for three regions: before the first dam, in between the first 
and second dam, and after the second dam. Errors are shown as percentage of 
the depth predicted by the 3-D model. O = Overestimate. U = underestimate. 
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Figure 4.38 (a) Iowa River near Iowa City, Iowa, USA showing the flood control dam (1-

1), the first river dam (2-2) and the second river dam (3-3). The start and end of 
the computational domain are shown in sections (1’-1’) and (2’-2’) 
respectively. (b) Close-up view showing the start of the computational domain 
(1’-1’), the end of the computational domain (2’-2’) and the locations of the 
first river dam (2-2) and second river dam (3-3). 

 

 

 
Figure 4.39 Bathymetry/Topography information used for the 3-D STAR-CCM+ (left) and 

2D SRH-2D (right) simulations with locations of the 12 specified cross-sections 
for in-depth analysis.  
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Figure 4.40 Sinusoidal hydrograph propagated into the 7-km reach of the Iowa River near 

Iowa City.  
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Figure 4.41 Free-surface evolution predicted by 3-D (Blue solid line) and 2-D (Green 

dashed line) simulations during the unsteady wave propagation into the 7-km 
reach of the Iowa River near Iowa City. Results are shown for specified times 
1 through 4. 
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Figure 4.42 Aerial view of the extent of flooding predicted by the 3-D and 2-D model 

solutions at steady state and at the maximum extent of flooding during the 
unsteady wave propagation into the 7-km reach of the Iowa River near Iowa 
City. 
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Figure 4.43 Flood inundation extent predicted by: a) the 3-D model at steady state 

conditions; b) the 3-D model at peak flood extent; c) the 2-D model at steady 
state conditions; and d) the 2-D model at peak flood extent. 
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Figure 4.44 Unit discharge comparison at steady state conditions (dashed lines) and at peak 

flood extent (solid lines). Results are shown at the four cross sections that 
showed the most noticeable difference between the 3-D results (blue lines) and 
2-D results (red lines). 
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Figure 4.45 Flood inundation extent predicted by the 3-D model. a) with no floodwalls at 

steady state conditions; b) with no floodwalls at peak flood extent; c) with 
floodwalls, case scenario 1, at steady state conditions; d) with floodwalls, case 
scenario 1, at peak flood extent; e) with floodwalls, case scenario 2, at steady 
state conditions; f) with floodwalls, case scenario 2, at peak flood extent; g) 
with floodwalls, case scenario 3, at steady state conditions; h) with floodwalls, 
case scenario 3, at peak flood extent; i) with floodwalls, case scenario 4, at 
steady state conditions; and j) with floodwalls, case scenario 4, at peak flood 
extent. 

 

 

 



www.manaraa.com

163 
 

 
Figure 4.46 Free-surface elevation at steady state (dashed lines) and at peak flood extent 

(solid lines). Results are compared for the 3-D simulations with no flood walls 
(blue lines) and with floodwalls, case scenario 1 (green lines), case scenario 2 
(orange lines), case scenario 3 (pink lines), and case scenario 4 (dark blue lines). 
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Figure 4.47 Unit discharge comparison at steady state (dashed lines) and at peak flood 

extent (solid lines). The profiles are compared at the six cross sections that 
showed the most noticeable difference between the 3-D simulations with no 
floodwalls (blue lines) and with floodwalls, case scenario 1 (green lines), case 
scenario 2 (orange lines), case scenario 3 (pink lines) and case scenario 4 (dark 
blue lines). 
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Figure 4.48 Streamwise velocity distribution at Section 4. Results are shown at steady state 

conditions for the cases: a) with no floodwalls; b) with floodwalls, case scenario 
4. 

 

 

 
Figure 4.49 Streamwise velocity distribution at Section 5. Results are shown at steady state 

conditions for the cases: a) with no floodwalls; b) with floodwalls, case scenario 
4. 

 

 

 
Figure 4.50 Streamwise velocity distribution at Section 6. Results are shown at steady state 

conditions for the cases: a) with no floodwalls; b) with floodwalls, case scenario 
4. 
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Figure 4.51 Flood inundation extent predicted by the 3-D simulations. a) base case at steady 
state conditions; b) base case at peak flood extent; c) scenario 5 with removal 
of second dam at steady state conditions; d) scenario 5 with removal of second 
dam at peak flood extent; e) scenario 6 with removal of both dams at steady 
state conditions; and f) scenario 6 with removal of both dams at peak flood 
extent. 

 

 

 
Figure 4.52 Free-surface elevation at steady state (dashed lines) and at peak flood extent 

(solid lines). Results are compared for the base case (blue line), scenario 5 with 
removal of second dam (black lines) and scenario 6 with removal of both dams 
(light purple lines). 
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Figure 4.53 Unit discharge at steady state conditions (dashed lines) and at peak flood extent 

(solid lines). The profiles are compared at the three cross-sections that showed 
the most noticeable difference among the base case (blue lines), scenario 5 with 
removal of second dam (black lines) and scenario 6 with removal of both dams 
(light purple lines). 

 

 

 
Figure 4.54 Streamwise velocity distribution at Section 1. Results are shown at steady state 

conditions for: a) Base Case; b) Scenario 6 with removal of both dams. 
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Figure 4.55 Streamwise velocity distribution at Section 2. Results are shown at steady state 

conditions for: a) Base Case; b) Scenario 6 with removal of both dams. 

 

 

 
Figure 4.56 Streamwise velocity distribution at Section 10. Results are shown at steady 

state conditions for: a) Base Case; b) Scenario 6 with removal of both dams. 

 

 

 
Figure 4.57 Streamwise velocity distribution at Section 12. Results are shown at steady 

state conditions for: a) Base Case; b) Scenario 6 with removal of both dams.  
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CHAPTER 5 ESTIMATION OF POTENTIAL FOR SEDIMENT 

EROSION DURING FLOODING EVENTS INCLUDING PRESSURE 

SCOUR EFFECTS 

5.1 Introduction 

Sediment transport plays a crucial role in most, for not saying all, of hydro-related 

environment. There is probably no better way to lay out its importance than to quote 

Garcia (1999): 

Since the beginning of mankind, sedimentation processes have affected water 

supplies, irrigation, agricultural practices, flood control, river migration, hydroelectric 

projects, navigation, fisheries, and aquatic habitat. In the last few years, sediment also 

has been found to play an important role in the transport and fate of pollutants; thus 

sedimentation control has become an important issue in water quality management. 

 Several approaches have been proposed throughout the past decades to describe 

and quantify sediment transport phenomena (erosion, transportation, and deposition). 

These approaches can be classified as either deterministic or probabilistic (Juez et al., 

2017). Examples of deterministically-based formulae to predict the sediment load are 

Meyer-Peter and Müller (1948), Nielsen (1992) and Wong (2003). Examples of 

probabilistic formulae are Einstein (1950) and Kalinske (1947). The common feature 

between these models is that they depend on the bed shear stress, making it one of the 

most important quantities to be determined. There are mainly two ways to determine the 

bed shear stress based on depth-averaged velocity profiles: Manning’s based approach 

(Ven Te Chow, 1959) or Logarithmic Velocity profile approach (White, 1974). The bed 

shear stress, however, needs to be modified to include slope effects in order to be used in 

classical sediment transport formulae. It can be modified, for example, by using the 

method of Brooks (1963), Soulsby (1997) or Van Rijn (1989). It is known, however, that 

when the angle of repose is close to the bed angle, the corrected bed shear stress tends to 
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zero, which means the sediment transport capacity will go to infinity (Juez et al., 2017). 

A second approach is to connect the tractive force associated to the grain movements to 

the bed shear stress without modifying the critical bed shear stress (Wu, 2004; Wu et al. 

2017), though extensive parameter calibration and tuning is needed to achieve realistic 

results (Juez et al., 2017). The final method is based on connecting how changes in near-

bed hydraulics affect the force balance on individual grains (Kovacs and Parker, 1994; 

Parker, Seminara and Solari, 2003). The main drawback of this approach is its 

dependence on micro-scale theory, which limits its applicability to real scenarios (Juez et 

al., 2017).  

Sediment transport can also affect existing infrastructure and should be considered 

in infrastructure design (e.g., bridges). According to the National Bridge Inventory, 

approximately 84% of bridges are built over streams (Mays, 2011). Most bridges 

experience problems with scour and bank erosion during their lifespan, especially during 

floods (Mays, 2011). For example, the 1993 flood in the Upper Mississippi River basin 

caused 23 bridge failures, with 21 failure modes related to scouring (Richardson and Davis, 

2001). Failure modes are associated with their respective scour modes, such as pier scour, 

contraction scour, pressure scour, lateral bank migration, etc. For instance, pier scour 

develops around the bridge piers as a result of increased flow acceleration around their 

base. Contraction scour is caused by the sudden decrease of cross sectional area which 

increases the mean flow velocity in between piers or in between a pier and an abutment. 

As a result, erosion develops around the piers and abutments when the spacing between 

these hydraulic structures is not very large.  

Pressure scour is only present during high flow conditions when the bridge deck 

becomes submerged. When the upstream free-surface elevation is higher than the bridge 

deck elevation, the flow experiences a vertical contraction, increasing the streamwise 

velocity in between the river bottom and the bridge deck. The potential for sediment 

erosion increases (Lyn, 2008) due to the flow underneath the bridge deck changing regime 
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from open channel flow to pressurized flow (pipe flow). Pressure scour has been studied 

both experimentally (Picek et al., 2007; Kumcu, 2017) and numerically (Shen et al., 2012), 

with emphasis on improving existing empirical equations for sediment transport such that 

they can be applied for pressurized flow regime, as well as predicting backwater effects 

upstream of the bridge deck and discharge over the deck. However, these modified 

formulas and approaches were shown to be only partially successful.  

Several computational approaches have been developed to model sediment 

transport in common 1-D, 2-D or 3-D numerical models used in river engineering. 1-D 

models were the first to be developed. They are computationally fairly inexpensive, robust 

and relatively easy to use. Some examples of widely used 1-D sediment transport codes 

are HEC-RAS (USACE, 2016), MIKE11 (1999a) and SEDICOUP (Holly and Rahuel, 

1990). The main assumptions in such 1-D (section-averaged) models are that flow is 

uniform in the cross section, pressure is hydrostatically distributed, turbulence can be 

accurately accounted using simplified resistance laws such as Manning’s or Chezy 

formulas, and that the average channel bed slope is small. These models are able to predict 

long-term morphologic changes for large complex river networks. 2-D models, on the other 

hand, are better suited when the flow distribution varies significantly in the lateral 

direction. Some examples of 2-D models include MOBED2 (Spasojevic and Holly, 1990a), 

MIKE21 (DHI, 1999b), TELEMAC2D (Peltier et al., 1991). For example in the work of 

Zech et al, 2010 they were able to simulate a dam break scenario with moveable bed using 

a research 2D code, whereas in the work of Caviedes-Voullieme et. al., 2017 they were 

able to simulate bed-load transport to study channel flushing. These models can predict 

local changes in bathymetry, as well as long-term sediment load and morphologic changes. 

However, they often assume equilibrium in bed load transport. Finally, 3-D models solve 

the steady or unsteady RANS equations. Some examples of 3-D models are SUTRENCH-

3D (Van Rijn, 1987) or CCHED3C (Wand and Adeff, 1986). Wu, Rodi and Wenka (2000) 

were able to accurately simulate flow and sediment transport in an 180○ bend, whereas 
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Zeng et al. (2010) simulated equilibrium scour in S-shaped channel; both using a fully 3D 

CFD code. Such 3-D models are able to predict sediment transport, including non-

equilibrium effects, with a higher degree of accuracy than 1-D and 2-D models given that 

such models use much less assumptions, especially in predicting the mean flow field and 

thus the bed shear stress distributions. 3D models are especially suited in channels with 

high degree of curvature, near hydraulic structures or obstructions such as piers, abutments, 

river dams, etc. 

While a 3-D model with bed load transport and deformable bed should be ideal to 

study potential for scour in open channels and natural river reaches, the development of 

such a model is beyond the scope of this work. Rather, in the present chapter the potential 

for sediment entrainment is investigated using the hydrodynamics 3-D model at both steady 

state and unsteady conditions assuming no change in bathymetry. First, the sediment 

entrainment flux (instantaneous and cumulative) is estimated using the Du Boys formula, 

a FHWA approved equation used in practice. Second, bed shear estimates obtained using 

both Manning’s and Logarithmic Velocity Profile methodologies are compared against bed 

shear estimates obtained based on the velocity field predicted by the 3-D model. 

Simulations with and without a bridge deck are included for some of the test cases analyzed 

in this chapter to assess the influence of pressure scour contribution to the total sediment 

erosion. The test cases include flow in a rectangular channel and flow in a reach of the 

Iowa River near Iowa City. 

5.2 Flow in a straight rectangular channel 

The first test case considered is a 1.5 km long rectangular channel with a bottom 

width of 60 m, total height of 10 m and a bed slope of 0.01%, as seen in Figure 5.1 a. Bed 

roughness was estimated using information on sediment data (e.g., d50) available for the 

Iowa River near Iowa City. Strickler’s formula (Strickler, 1923) was used to estimate the 

value of Manning’s n coefficient. Strickler formula is shown below 
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6
1

26

1
skn                               (5.1) 

where 𝑘𝑠 is the equivalent roughness height. The calculated Manning’s n coefficient was 

estimated to be equal to 0.014.  

Besides simulations with the brick deck present, corresponding simulations with no 

bridge deck were also conducted. The main reason was the need to isolate the contribution 

due to pressure scour to the potential for sediment entrainment. To isolate this effect one 

needs to know what is the potential for sediment entrainment for the case when no 

obstructions (bridge deck) are present in the channel. 

The steady state condition was calculated for a discharge Q=200 m3/s with n=0.014, 

giving an initial height of approximately 3 m (Figure 5.1 a). Once initial conditions (steady 

state) were established in the channel, a sinusoidal wave was propagated into the domain. 

The test cases were considered with a duration of the sinusoidal wave of 4 and 8 hours, 

respectively (Figure 5.2). The 8-hr wave test case was used to study hysteresis phenomena 

in the channel. This is discussed at the end of subsection 5.2.1.  

Three cross sections were chosen for in-depth analysis. Their positions are shown 

in Figure 5.1 b for the computational domain containing the bridge deck. The actual 

streamwise locations are 990 m (Section 1), 1010 m (Section 2) and 1030 m (Section 3) 

downstream of the inlet. The section situated at 1010 m from the inlet section cuts through 

the middle of the bridge deck.  

For both simulations without and with the bridge deck, the potential for sediment 

entrainment was calculated in each of the 3 cross sections using the DuBoys equation 

(DuBoys, 1879), shown below: 

 csg   00                  (5.2) 

where sg  is the rate of sediment discharge per unit width of channel in lb/ft-s, 0 is the bed 

shear stress in psf, c is the critical bed shear stress needed to start mobilizing bed material 

in psf, and   is the DuBoys coefficient in ft3/lb-s . Both c  and   can be obtained from 
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a chart (Mays, 2011) and are dependent on the mean sediment size. It is important to 

mention that when 0  is less than c , sg  becomes 0. For the present case, the estimated 

values of c  and   are 0.03 psf and 30 lb3/lb-s. For consistency, all results were converted 

to SI units.  

5.2.1 Base case: channel with no bridge deck 

Figures 5.3a and 5.3c show the instantaneous and cumulative sediment entrainment 

calculated using the DuBoys equation at Sections 1 to 3. The local rate of sediment 

entrainment was integrated over the channel width (60 m). At the initial stages of the 

passage of the unsteady wave at those locations, negligible quantities of sediment are being 

mobilized. As the flowrate becomes higher, the mean velocity increases. Once the bed 

shear stress becomes larger than 0, the rate of sediment entrainment becomes nonzero. 

Once the flow rate starts decreasing at those locations, so does the bed shear stress and the 

sediment entrainment rate until the bed shear stress is too low to entrain sediment. This 

behavior is observed at the 3 cross sections. In fact, the three curves lie on top of each other 

in Figures 5.3a and 5.3c. This makes sense, no changes in the flow are expected between 

Sections 1 and 3 for the case the bridge deck is no present.   

Given that the DuBoys formula is a function of the local bed shear stress, its 

accurate estimation is of critical importance. The bed shear stress can be estimated in two 

ways assuming that the depth-averaged velocity profiles are known. The first, and most 

common, approach is a Manning’s based approach. Usually, the bed shear for uni-

directional flow can be defined as: 
2~uc fb                                 (5.3) 

where fc  is a friction factor,   is the density of water, and u~  is the depth-averaged 

streamwise velocity. The bed shear can also be calculated as: 

fb ghS                                (5.4) 
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where h  is the water depth and fS  is the friction slope. If both equations are combined, 

one arrives at a new relationship for the depth-averaged velocity: 

f

f

hS
c

g
u ~                              (5.5) 

The new expression can be compared to Manning’s formula: 
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u 3
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which allows to estimate the friction factor, fc , as: 
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Then, the bed shear stress can be calculated as: 
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The bed shear stress can also be estimated assuming a logarithmic velocity profile 

(law of the wall assumption) using the following relationships: 
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where u is the streamwise velocity as a function of x, y and z, u  is the bed friction velocity 

as a function of x and z,  is the Von Karman constant (=0.41), z  is the vertical direction 

from the rough bottom surface, 0z is the distance from the bottom of the rough boundary at 

which the mean velocity is equal to to 0 and sk  is the equivalent roughness height. When 

dealing with the law of the wall, certain assumptions need to be made to relate the depth-

averaged velocity ( u~ ) and the flow depth ( D ). It is commonly assumed that in an open 

channel of depth D  the velocity equals the depth-averaged velocity at z= D4.0 .  Using this 

assumption and equation 5.9, one can relate the bed friction velocity, or equivalently the 

bed shear stress, tou~ , D and ks. 
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 Estimates of bed shear stress obtained with the two different methodologies just 

described are compared to estimations based on the velocity field predicted by the 3-D 

model. Figures 5.4a, 5.4c, and 5.4e show results the temporal variation of the bed shear 

stress at Sections 1 to 3 based on the 3-D model velocity profile and based on estimates 

obtained assuming a logarithmic velocity profile describes the variation of the streamwise 

velocity over the vertical. At all three cross section, the methodology to estimate the bed 

shear stress based on assuming a logarithmic velocity profile for the streamwise velocity 

is in excellent agreement with estimations based on the velocity field predicted by the 3-D 

model. The differences between the estimated values of the bed shear stress are less than 

1% during the whole unsteady event.  

Figures 5.5a, 5.5c and 5.5e show the temporal evolution of the bed shear stress as 

predicted by the 3-D model and estimates obtained using Manning’s based methodology. 

Three different curves are presented for n=0.015, 0.020 and 0.025. The value of 0.015 is 

included since it is very close to the Manning coefficient estimated using the Strickler 

formula (n=0.014). Results are included for n=0.020 and 0.025 to visualize the variability 

of the results with varying n. The estimates are highly sensitive to the value of n. For 

example, choosing n=0.025 yields bed shear stress estimates of approximately 2.5 times 

the values predicted for n=0.015. Bed shear stress values estimated assuming n=0.015 are 

very close to values predicted based on velocity field predicted by the 3-D model. Knowing 

this information, one can use Strickler’s formula to obtain a better approximation for the 

equivalent roughness. 

Stage-Discharge relationships, also known as Rating Curves, are commonly used 

in engineering practice for flood monitoring and flood modeling (Dottori et al., 2009). 

During an unsteady event, it has been observed that Stage and Discharge is not unique 
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(e.g., stage values over the rising and falling limbs of the hydrograph are not the same for 

the same discharge), but rather this relationships resembles a closed loop over the duration 

of the unsteady event (e.g., see Qu and Graf, 2004). This non-unique relationship between 

stage and discharge during strongly unsteady events is referred to as hysteresis. 

Experimental investigations (Qu and Graf, 2004) have found that the position of the rising 

limb (increasing discharge) in the Stage – Discharge diagram is always situated below the 

falling limb (decreasing discharge) part of the diagram. Hysteresis effects are investigated 

for three pairs of important variables: Stage (Water elevation) vs. Discharge, Bed Shear 

Stress vs. Discharge and Bed Shear Stress vs. Stage (Water elevation). These diagrams are 

plotted in Figure 5.6. One should not that in terms of sediment transport what is really 

important is the relationship between stage and bed shear stress that controls local 

entrainment. However, bed shear stress cannot be measured directly in the field so the 

Stage-Discharge diagram is also used in calculations of sediment entrainment via the 

assumption that the bed shear stress scales with the mean velocity in the channel. The 

present simulation allows directly obtaining information on the variation of stage with the 

bed shear stress during unsteady events. 

The Stage vs. Discharge diagram (Figure 5.6a) suggests that hysteresis effects are 

very small for the unsteady event simulated in this test case. The rising and falling limbs 

are very close to each other. Consistent with observations of hysteresis in the literature, the 

simulation predicts the falling limb is situated above the rising limb in the Stage vs. 

Discharge diagram.  

A main finding is that hysteresis effects are quite significant in diagrams containing 

the bed shear stress, as can be seen from Figures 5.6b and 5.6c. Note also that the falling 

limb is situated beneath the rising limb in these diagrams. This implies that for a given 

flowrate, the bed shear stress is higher when the flowrate is increasing than when it is 

decreasing. The difference in the observed bed shear stress for a given flowrate can be as 

high as 30% between the falling and rising limbs. The differences are overall smaller in the 



www.manaraa.com

179 
 

range of high flowrates (>1000 m3/s) compared to the range of small flowrates. A similar 

behavior is observed in the Bed Shear Stress vs. Stage diagram. The difference in the 

observed bed shear stress for a given Stage can be as high as 30% but here the largest 

differences are observed for large water elevations (>4.2 m) in the channel. 

The results in the diagrams containing the bed shear stress are physically sound. 

Experimental data show that during an unsteady event, for a given flowrate, the free-

surface elevation is lower when the flowrate is increasing than when it is decreasing, a 

result confirmed by the present simulation. This implies that, for a given flowrate, the 

streamwise velocity would be higher when the flowrate is increasing than when it is 

decreasing. A higher velocity near the bed means a larger velocity gradient in the vertical 

direction, which means a higher the bed shear stress. So the higher bed shear stress should 

be observed when the flowrate is increasing. A final observation is that, since it is easier to 

measure free-surface elevations rather than flowrates, and the Bed Shear Stress vs. Stage 

diagram show very significant hysteresis effects, the most useful relationship to accurately 

estimate bed shear stress and sediment entrainment during unsteady events is the in Bed 

Shear Stress vs. Stage diagram. The other main conclusion is that small hysteresis effects 

in the Discharge vs. Stage diagram does not mean that hysteresis effects on the bed shear 

stress and sediment entrainment are negligible. Unfortunately direct estimation of bed 

shear stress and sediment entrainment during unsteady events in the field and even in the 

laboratory is not easy. Numerical simulations can offer a good alternative to quantitatively 

characterize these processes. 

5.2.2 Modified case: channel containing a bridge deck 

A bridge deck of 20 m x 60 m x 0.2 m (LxWxH) was introduced in the 

computational domain in the Modified Case. The center of the bridge deck was situated at 

a distance of 1010 m from the inlet section, as seen in Figures 5.1a and 5.1b. The distance 

between the channel bottom and the bridge deck was 4 m. The mesh around the bridge 
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deck was refined to accurately capture the flow around the structure (see Figure 5.1b). The 

purpose of including the bridge deck was to investigate the changes in the bed shear stress 

distributions and the (increase) of the potential for sediment entrainment due to potential 

pressure scour effects as the bridge deck becomes submerged over part of the unsteady 

event. A related goal was to quantify the errors in estimating the bed shear stress for such 

scenarios based on Log-law and Manning’s law methods. The flow conditions in the 

Modified Case are the same as in the Base Case (Figure 5.2). 

Figures 5.3b and 5.3d show the time history of the instantaneous and cumulative 

sediment entrainment flux at Sections 1, 2 and 3 for the Modified Case. A large 

amplification of the flux by about 15% is observed at Section 2, cutting through the bridge 

deck, compared to Section 1, located upstream of the bridge deck. This amplification is 

caused by the changes in the streamwise velocity profile in between the two sections in the 

Modified Case. Moreover, the velocity distribution below the bridge deck (e.g., at Section 

2) is very different compared to the standard log-law distribution observed in the Base 

Case. The flow in this region is pressurized and the velocity profile resembles the one 

observed in a 2D channel with no-slip walls at the bottom and top surfaces.  

Section 3, on the other hand, shows the highest potential for sediment entrainment. 

The values of the flux are by about 45% higher compared to those in Section 1. One should 

recall that the flux variation was about the same at the three sections in the Base Case. This 

behavior can be explained by the weir like behavior of the flow as it passes the bridge deck. 

The sudden drop of free-surface elevation makes the flow to plunge downwards 

downstream of the bridge deck. This increases the bed shear stress downstream of the 

bridge before the flow starts recovering toward uniform open channel flow. In the case of 

a loose bed channel, a scour hole will form right downstream of the bridge deck. Such 

scour holes were observed in the field (e.g., see Kumcu, 2017). 

Even at Section 1 situated just upstream of the bridge deck, the flux of entrained 

sediment is not the same in the two simulations. In fact, the flux is lower in the Modified 
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Case because the bridge deck acts as a flow obstruction. The free-surface elevation rises, 

at least by an amount equal to the thickness of the bridge deck and a backwater effect is 

induced by the bridge deck upstream of it. The rise in the free-surface elevation at Section 

1 increases the cross-sectional area at Section 1 compared to the Base Case. This means 

that the mean velocity and the bed shear stress are reduced compared to the Base Case, 

which explains the results in Figure 5.3b.  Section 2 shows a similar variation of the flux 

as in the Base Case. This may look counter-intuitive since pressure scour is supposed to 

increase the bed shear stress and thus the capacity of the flow to entrain sediment in the 

Modified Case. The streamwise velocity distributions at Section 2 are shown in Figure 5.7 

for the two cases. The total flowrate going below the bridge deck is 1400 m3/s, which is 

the effective flowrate contributing to the bed shear stress in the Modified Case. By 

comparison, the total flowrate in the Base Case is 1600 m3/s. So the two competing effects 

(pressurized flow conditions but lower discharge) result in a bed shear stress that is quite 

close to that predicted in the case where the bridge deck is not present. However, the effects 

of the pressurized flow regime beneath the bridge deck are felt downstream. The values of 

the flux at Section 3 in the Modified Case are larger than the ones predicted at Section 1 

and 2 in the same case and also larger than the values recorded at Section 3 in the Base 

Case. This amplification is due to the weir-type flow forming over the bridge deck that 

advects higher-velocity flow toward the bed. Table 5.1 shows the amplification factors at 

the end of the wave propagation event for the downstream sections with respect to the 

upstream section (Section 1) and for each section in between the two cases. 
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Table 5.1 Potential for erosion amplification factors 

  

Amplification Factors 

in terms of potential for sediment 

entrainment 

Section 

with respect to  

Section 1 

with respect to  

the Base Case  

1  -20% 

2 15% -2% 

3 45% 25% 

 

The main reason for the increase of the observed increase of the flux of sediment 

entrained from the bed between Sections 1, 2 and 3 is the increase of the bed shear stress 

over part of the time the wave passes over these sections. One important question is whether 

the simplified methods generally used to evaluate the bed shear stress in lower order (e.g., 

2-D) models can provide an accurate description of the time variation of the bed shear 

stress near obstructions that force the flow to become pressurized over a small region. 

The bed shear stress estimated based on the 3-D model velocity field are compared 

in Figures 5.4b, 5.4d and 5.4f to estimates obtained assuming a logarithmic velocity profile 

at Sections 1, 2, and 3 respectively.  At Section 1, which is located upstream of the bridge 

deck, the estimate based on assuming a logarithmic velocity profile shows less than 2% 

error with respect to the estimate based on the 3-D velocity field. This means that at 

sections located at least one width of the bridge deck upstream from the bridge deck, the 

bed shear stresses during the unsteady event can be accurately estimated assuming a 

logarithmic velocity profile in the vertical direction. 

At Section 2 situated beneath the bridge deck, bed shear stresses estimated 

assuming a log-law profiles underestimate by as much as 10% those predicted by the 3-D 

model. This is not surprising, as in these sections the flow is pressurized and the near-bed 

velocity gradient in the log-law fit is different from the one shown by the pressurized flow 
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profile at the same section. The underestimation given by the method based on the log-law 

at Section 3 is of the same order (10%), situated about one bridge deck width downstream 

of the bridge deck. This is due to the plunging component of the flow passing the bridge 

deck that modified the streamwise velocity profile in the vertical direction with respect to 

the log-law variation. It takes about 6 bridge deck widths for the log-law estimate to 

approach again the values predicted by the 3-D model.  One should also mention that the 

errors given by the log-law based method to estimate bed shear stresses become very small 

even at Sections 2 and 3 at times when the bridge deck is not submerged. 

 Figures 5.5b, 5.5d and 5.5f compare the bed shear estimated assuming Manning’s 

law applies with the values predicted by the 3-D model at Sections 1, 2 and 3, respectively. 

Similar to the Base Case, the bed shear stress values predicted based on Manning’s formula 

are strongly dependent on the value of the Manning coefficient. The discussion bellow is 

based on predictions obtained using n=0.015, which agree well with 3-D model predictions 

for the Base Case.  As expected, predictions based on Manning’s formula are accurate at 

Section 1 in the Modified Case as the velocity profiles in this section remain close to those 

observed in a channel with no obstruction during the passage of the wave. Similar to what 

was observed in the method to estimate the bed shear stress based on the log law, 

Manning’s based approach also underestimates by as much as 15% the bed shear stresses 

at Sections 2 and 3 during the times the bridge deck is submerged. Table 5.2 summarizes 

the maximum errors given by the two approximate methodologies to estimate bed shear 

stresses in regions influenced by the presence of the bridge deck. 
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Table 5.2 Bed Shear Stress estimates with 

respect to 3-D model predictions 

  

Error with respect to 3-D model 

results 

Section Log-Law 

Manning’s law 

(n=0.015) 

1 2% 2% 

2 -8% -16% 

3 -10% -14% 

 

Next, a similar analysis is performed in a river reach with natural bathymetry to 

investigate if the main conclusions reached based on analysis of an idealized case hold for 

natural river reaches.  

 

5.3 Flow in a 2 km reach of the Iowa River near Iowa City 

The second test case considers a 2-km reach of the Iowa River near Iowa City. 

Except for the bridge deck, this is the same river reach and flow conditions used in the test 

case analyzed in Section 4.2., which also contains detailed information on the location and 

main features of the computational domain. The river reach bathymetry is shown in Figure 

5.8. The main difference with respect to the test case discussed in Section 4.2 is the 

inclusion of a bridge deck right upstream of the river dam. The location and dimensions of 

the bridge deck are those of a bridge that exists in Iowa City, called Burlington Street 

Bridge. Figure 5.9 shows the bridge deck, which is now included in the computational 

domain. The mesh around the bridge deck was refined in a similar way as for the straight 

channel simulation containing a bridge deck. 

One important observation is that significant 3-D effects can be experienced around 

regions experiences sudden changes in the bathymetry or regions containing large 

obstructions. In these regions the main assumptions made in methods to estimate the bed 

shear stress based on Manning’s law or on assuming a logarithmic variation of the velocity 
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are violated. In the river reach analyzed in this section the bathymetry contains a large 

depression (scour hole) and a very shallow region upstream of the river dam. Additionally, 

the presence of the river dam makes the upstream and downstream regions of it to be 

disconnected from each other due to the hydraulic jump forming immediately downstream 

of the dam. As the flow goes over the dam, it accelerates while the flow depth decreases. 

This results in a large amplification of bed shear stresses over and immediately downstream 

of the dam. Regardless of the presence of the bridge deck, the flow downstream of the dam 

is mainly determined by the presence of the dam. So, pressure scour effects are expected 

to be important only upstream of the river dam. This is why most of the discussion focuses 

on analysis of the flow and potential for sediment entrainment at Section 1 situated at the 

bridge deck and Sections 2 and 3 situated 60 m and 120 m, respectively, upstream of 

Section 1 (see Figure 5.8). 

The steady state was calculated for a discharge of approximately 200 m3/s, similar 

to the straight rectangular channel case studied in Section 5.2. Once the initial conditions 

(steady state) were obtained, a sinusoidal wave was propagated into the domain. The 

duration of the unsteady part of the hydrograph was 4 hr (Figure 5.10). As for the test cases 

discussed in Section 5.1, two simulations were conducted. In one of them the bridge deck 

was not included (Base Case), while in the second one the bridge deck was included.  

5.3.1 Base case: no bridge deck 

Figures 5.11a and 5.11c show the instantaneous and cumulative sediment 

entrainment calculated using the DuBoys equation at Sections 1 to 3. The peak values of 

the sediment entrainment flux are comparable at the three sections. As opposed to the case 

of a straight channel with no dam, the temporal variation of the flux during the time the 

wave is passing the section is characterized by the presence of relatively high frequency 

oscillations. They are induced by the propagation of the backwater upstream of the river 

dam which creates sudden changes in the free-surface elevation. The high frequency 
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oscillations are not present in the temporal variation of the estimated volume of sediment 

entrained at these section.  The total volume of entrained sediment at Sections 2 and 3 are 

only 12% and 15%, respectively, higher than that predicted at Section 1.   

Figures 5.12a, 5.12c and 5.12e compare estimates of the (section-averaged) bed 

shear stress temporal variations at the three sections obtained based on the velocity field 

predicted by the 3-D model with those obtained assuming a logarithmic profile for the 

streamwise velocity. The method based on the log-law assumption gives predictions that 

are very close to those obtained based on the 3-D model, similar to what was observed in 

Section 5.2 for the straight rectangular channel with no dam. The maximum percentage 

difference between the two methods is about 7%. This value is higher than the one (0.5%) 

observed for the straight rectangular channel case, but this is expected given the much more 

complex bathymetry of the natural river reach and the presence of a dam close to the three 

cross sections where the bed shear stresses are compared.  

Figures 5.13a, 5.13c and 5.13e compare estimates of the (section-averaged) bed 

shear stress temporal variations at the three sections obtained based on the velocity field 

predicted by the 3-D model with predictions obtained based using a simplified approach 

based on Manning’s law. Results are shown for n=0.015, 0.020 and 0.025. Estimates 

obtained using n=0.015 replicate well the bed shear stress predictions based on the 3-D 

model at the three cross sections. The largest percentage difference is of the order of 8% 

and is observed at Section 3. One should also note that the optimum value of the Manning 

coefficient is not known in advance. For example, the recommended values of n for this 

particular reach of the Iowa River based on the calibrated 2-D model used in Chapter 5 are 

0.030 for bankfull conditions and 0.035 for extreme flood events. Using such high values 

of n would lead to an overestimation of at least 3 times of the bed shear stress values 

predicted by the 3-D model. 

As for the simplified straight channel test case, hysteresis effects were investigated 

for the natural river reach containing the dam. Results in Figure 5.14 are qualitatively 
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similar to those obtained in Figure 5.7 for the straight channel case in terms of the relative 

position of the rising and failing limbs in the three plots. Hysteresis effects are however 

more pronounced in the Stage vs. Discharge plot obtained for the natural river reach 

(Figures 5.14a and 5.6a).  In the latter case, hysteresis effects become very small at high 

flowrates (>1300 m3/s). This happens once the discharge is high enough that the floodplain 

becomes inundated. For this regime, a small increase of stage can lead to a significant 

increase in flowrate. The sudden reduction in hysteresis effects once the floodplain 

becomes inundated is also observed in the Bed Shear Stress vs. Flowrate and Bed Shear 

Stress vs. Stage plots in Figures 5.14b and 5.14c. However, hysteresis effects are quite 

pronounced at lower discharges, where for a given stage the difference in the bed shear 

stress values on the rising and falling limbs of the curve can be close to 25% of the mean 

value. Such differences are important to account for when trying to estimate sediment 

entrainment induced by a flood event in a natural river reach.  

5.3.2 Effects of submerged bridge deck on flow and 

sediment erosion potential 

The main purpose of including the bridge deck was to investigate pressure scour 

effects upstream of the dam and, in particular, how the potential for sediment entrainment 

during the flood wave propagation when the bridge deck becomes submerged is affected 

in this region. The bathymetry and hydrograph propagated through the river reach are the 

same as in the (base) case without a bridge deck.  

The presence of the bridge deck affects the sediment entrained flux at all three 

sections compared to the base case. Figures 5.11b and 5.11d show that the largest 

amplification of the sediment entrainment flux among the three sections is observed at 

Section 1 located beneath bridge deck. In terms of the total volume of sediment entrained 

during the flood wave propagation, the entrainment at Section 1 is 60-70% bigger 

compared to that recorded at Sections 2 and 3 and close to 80% larger than the value 
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recorded at the same section in the base case. Meanwhile, the volume of sediment entrained 

at Sections 2 and 3 in this case is by about 15% smaller compared to the base case 

estimations. The significant decrease of the volume of sediment entrained at Sections 2 and 

3 is mainly due to backwater effects. The increase of the free-surface elevation decreases 

the bed shear stress and the flux of sediment entrained at these locations during the time 

the bridge deck is submerged. Table 5.3 summarizes these findings 

 

Table 5.3 Potential for erosion amplification factors 

  

Amplification Factors 

in terms of potential for sediment 

entrainment 

Section 

with respect to  

upstream data 

(i.e. Section 2/3) 

with respect to  

the Base Case  

(without bridge 

deck) 

1 65% 80% 

2  -15% 

3  -15% 

 

The sharp increase of the potential for erosion at Section 1 between the base case 

and the case with the bridge deck included is mainly a pressure scour effect. For the flow 

conditions considered in this test case, pressure scour effects beneath the bridge deck can 

account for about 50% of the total amount of bed material removed by the passage of the 

flood wave. The reasons for the large increase of the cross-sectional averaged bed shear 

stress in Section 1 during the times the bridge deck is submerged can be explained by 

comparing the distributions of the streamwise velocity in the two cases. From Figures 5.15 

one can see that at peak flowrate (Q=1640 m3/s) in Section 1, the core of high streamwise 

velocities extended toward the left side of the cross section in the simulation containing the 

bridge deck. The near bed velocity gradient over the right side of Section 1 is larger 

compared to that predicted in the simulation with no bridge deck (Figure 5.16).   
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 Due to the significant effect of pressure scour on the potential for sediment 

entrainment beneath the bridge deck, one expects that the estimates of the bed shear stress 

obtained assuming a log-law velocity variation or Manning’s law at Section 1 will be quite 

inaccurate, especially once the bridge deck becomes submerged. The time history of the 

bed shear stress in Figure 5.12b show that this is the case when the bed shear stress is 

estimated assuming the log-law is valid. Interestingly, the differences are quite small 

(within 5%) at Sections 2 and 3 despite backwater effects induced by the interaction of the 

bridge deck with the incoming wave.  

In the case Manning’s formula is used to estimate the bed shear stress during the 

propagation of the flood wave, the results are qualitatively similar to those observed for 

the log-law based method. Using n=0.015, the agreement with the bed shear stress directly 

estimated from the 3-D model velocity fields is excellent at Section 2 and quite good 

(within 8%) at Section 3. However, the Manning’s based approach significantly 

underestimate the bed shear stress at Section 1. Differences as large as 30% are observed 

during the times the bridge deck becomes submerged.  Table 5.4 summarizes the 

percentage error given by the log-law and Manning’s law based methodologies to estimate 

bed shear stresses for the case when the bridge deck becomes submerged. Interestingly, an 

increase of Manning’s coefficient by about 20% at Section 1 (n=0.018) will give very good 

agreement with the temporal variation of the bed shear stress predicted based on the 3-D 

velocity fields. 
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Table 5.4 Peak bed shear stress estimates errors 

during the flooding event 

  

Error with respect to 3-D model 

results 

Section Log-Law 

Manning's 

(n=0.015) 

1 -25% -30% 

2 -5% 2% 

3 ~0% -8% 

5.4 Conclusions 

The potential for sediment entrainment during a flooding event consisting of a 

sinusoidal wave was studied in the present chapter by considering two different domain 

configurations: an idealized geometry consisting of an open channel rectangular straight 

channel and a 2-km reach of the Iowa River containing a hydraulic dam. For both channel 

configurations simulations were performed without and with a bridge deck. In both cases 

the amplitude of the sinusoidal wave was large enough to submerge the bridge deck during 

part of the flooding event.  

Significant pressure scour effects were induced beneath and/or around the bridge 

deck during the time it was submerged. Comparison of results conducted with and without 

the bridge deck allows estimating the contribution of pressure scour to the potential for 

sediment entrainment associated with the passage of the flood wave. For the conditions 

considered in the test case in which the flow in a 2 km reach of Iowa River was simulated, 

results showed that pressure scour during the time the bridge deck was submerged can 

contribute as much as 50% to the total volume of sediment entrained by the flooding event 

at locations where pressure scour effects are the largest. For the case of the idealized 

channel, pressure scour effects were found to increase by as much as 25% the sediment 

entrainment flux at sections situated immediately downstream of the channel and to 

decrease it by up to 20% at sections situated upstream of the channel, where backwater 

flow effects were significant during the times the bridge deck was submerged. 
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 Such estimations are impossible to obtain using standard depth-averaged codes, as 

the main assumptions associated with using such simplified models are violated once an 

obstruction becomes submerged and the flow in between the bed and that obstruction 

becomes pressurized. In this regard, fully 3-D non-hydrostatic models are the only way to 

correctly model the flow and obtain information on the erosive capacity of the flow in 

regions where the flow becomes pressurized. Given that in many practical applications 2-

D models or hydrostatic 3-D model are used to predict flow in natural rivers even for cases 

when the flow locally changes regime during a flood event, the chapter also discusses the 

errors associated with using law-of-the-wall assumptions and/or Manning’s formula based 

methods to estimate the bed shear stress during flood events, including in regions where 

the flow can become pressurized. One empirical fix may be to locally increase the Manning 

coefficient in regions where the flow becomes pressurized over the time interval where 

these conditions are observed. Significant research is still needed to find a consistent 

methodology to propose amplification factors for different geometries and configurations, 

since the amplification factors is a function of many variables. Estimations based on 

Manning’s formula were also found to be highly sensitive to the value of the Manning 

coefficient. This highlights even more the need for correct calibration of 1-D and 2-D 

models used to predict flood wave propagation.  

Several suggestions can be made to improve results obtained using 2D depth-

averaged codes. If the 2D code asks for both the Manning coefficient and the equivalent 

bed roughness values as input, the Manning coefficient should be used to calibrate the free-

surface elevation predicted by the 2-D model using available experimental/field data, while 

the equivalent roughness value should be used to provide bed shear stress estimates, since 

it was found that estimations of the bed shear stress based on the log-law approach better 

replicate the values predicted by the 3D model. 

The present simulations conducted with no bridge deck were also used to estimate 

hysteresis effects. Normally hysteresis effects are described in terms of the relationship 
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between stage and discharge and served to more accurately quantify discharge during 

unsteady events such as those associated with flood wave propagation. However, 

knowledge of hysteresis effects via the stage-discharge relationship is not sufficient to also 

lead to an accurate estimation of sediment entrainment induced by the unsteady events, 

because of nonlinearity between discharge and sediment entrainment flux. The availability 

of the 3-D flow fields during the unsteady event and the possibility to directly estimate the 

bed shear stress allowed studying the relationship between the bed shear stress and the 

stage during the considered flood propagation event.  These hysteresis effects were 

important, as over part of the range of recorded discharges during the flood event the 

difference between the bed shear stress values corresponding to the falling and rising limbs 

of the hydrograph was close to 25% of the mean bed shear stress value at a given stage. In 

the case of the 2-km reach of the Iowa River, hysteresis effects affecting the bed shear 

stress were more important at relatively low stages and flow rates when the flow remained 

confined in the main channel.  

In the case of the straight channel, hysteresis effects affecting the bed shear stress 

and sediment entrainment flux were relatively important for all the range of discharges 

observed during the flooding event. Hysteresis effects for both the discharge and the bed 

shear stress were not influenced in a significant way by the duration of the flood event (a 

sinusoidal flood wave of same peak discharge was used in both cases corresponding to a 

4-hr wave and a 8-hr wave). One should also note that for this test case hysteresis effects 

on the bed shear stress were very strong even though hysteresis effects on the discharge 

were relatively small. This highlights even more the importance of directly measuring or 

estimating hysteresis effects on the bed shear stress if a main goal is to be able to estimate 

sediment entrainment and transport during a flood event. 
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Figure 5.1 Layout of the idealized test case of flow in a straight rectangular channel 

containing a bridge deck. a) Sketch of the computational domain showing 
location of the bridge deck. b) Computational mesh in a streamwise-vertical 
plane, near the bridge deck. Also shown are the positions of three cross sections 
where the solution is analyzed. 
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Figure 5.2 Inlet hydrographs in the idealized test case. 
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Figure 5.3 Sediment entrainment plotted as a function of time at Section 1 (green line), 

Section 2 (blue line) and Section 3 (black line) for the idealized test case. a) 
Flux of entrained sediment for the idealized case with no bridge deck; b) Flux 
of entrained sediment for the idealized case with the bridge deck; c) Volume of 
entrained sediment for the idealized case with no bridge deck; d) Volume of 
entrained sediment for the idealized case with the bridge deck. 
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Figure 5.4 Temporal variation of bed shear stress at Sections 1, 2 and 3 for the idealized 

test case. 3D numerical predictions (blue lines) are compared with those 
obtained assuming a logarithmic streamwise velocity profile (purple line). 
Frames a, c and e show results for the idealized test case with no bridge deck. 
Frames b, d, and f show results for the idealized test case with the bridge deck.  
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Figure 5.5 Temporal variation of the bed shear stress at Sections 1, 2 and 3 for the idealized 

test case. Estimations based on the 3-D numerical predictions (blue lines) are 
compared with those obtained assuming n=0.015 (green line), n=0.020 (red 
line) and n=0.025 (black line). Frames a, c, and e show results for the idealized 
test case with no bridge deck. Frames b, d, and e show results for the idealized 
test case with the bridge deck. 



www.manaraa.com

198 
 

 
Figure 5.6 Hysteresis diagrams at Section 2 for the 4-hr unsteady wave event (blue line) 

and the 8-hr unsteady wave event (red lines) in the idealized test case with no 
bridge deck. The inlet hydrographs are shown in Figure 5.2. a) Stage vs. 
Flowrate; b) Bed Shear Stress vs. Flowrate; and c) Bed Shear Stress vs. Stage. 

 

 

 
Figure 5.7 Streamwise velocity distribution at Section 2 for the idealized test case with the 

bridge deck (gray region). 
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Figure 5.8 Bathymetry contour plot for the complex test case in which the flow through a 

2-km reach of the Iowa River near Iowa City is simulated. The reach contains 
a dam and a bridge deck situated slightly upstream of the dam (dashed line). 
The picture shows elevation, Z (m). 
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Figure 5.9 Bathymetry contour plot for the complex test case in the region where the bridge 

is present. The bridge deck is shown in blue. 
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Figure 5.10 Inlet hydrograph used in the complex test case. 
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Figure 5.11 Sediment entrained from the bed as a function of time at Section 1 (blue line), 

Section 2 (green line) and Section 3 (black line) for the complex test case. a) 
Flux of entrained sediment for the case with no bridge deck; b) Flux of entrained 
sediment for the case with the bridge deck; c) Volume of entrained sediment 
for the case with no bridge deck; and d) Volume of entrained sediment for the 
case with the bridge deck.  
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Figure 5.12 Temporal variation of the bed shear stress at Sections 1, 2 and 3 for the complex 

test case. Estimations based on 3-D numerical predictions (blue line) are 
compared to those obtained assuming a logarithmic streamwise velocity profile 
(purple line). Frames a, c and e show results for the test case with no bridge 
deck. Frames b, d, and e show results for the test case with the bridge deck 
present. 
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Figure 5.13 Temporal variation of the bed shear stress at Sections 1, 2 and 3 for the complex 

test case. Estimations based on the 3-D numerical predictions (blue lines) are 
compared to those obtained assuming n=0.015 (green line), n=0.020 (red line) 
and n=0.025 (black line). Frames a, c, and e show results for the test case with 
no bridge deck. Frames b, d and f show results for the test case with the bridge 
deck present.  
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Figure 5.14 Hysteresis curves at Section 1 corresponding to the 4-hr wave event for the 

complex test case with no bridge deck. The inlet hydrograph is shown in Figure 
5.10. a) Stage vs. Flowrate; b) Bed Shear Stress vs. Flowrate; and c) Bed Shear 
Stress vs. Stage. The rising and falling limbs are shown in blue and green colors 
respectively.  
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Figure 5.15 Streamwise velocity distribution at Section 1 for the complex test case. a) 

Simulation with no bridge deck; b) Simulation with the bridge deck (gray 
region). 

 

 

 
Figure 5.16 Vertical variation of streamwise velocity at spanwise locations x-x, x’-x’ and 

x’’-x’’ in Section 1 (See Figure 5.15) for the complex test case. The velocity 
profiles in between the bed and the bottom of the bridge deck are shown for the 
simulation with no bridge deck (blue line) and the simulation with the bridge 
deck (green line). 
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CHAPTER 6 APPLICATION OF DEVELOPED 3-D MODEL IN 

IMPROVING PREDICTION OF DAM BREAK FLOODS 

6.1 Introduction 

Dam break floods are floods caused by the sudden structural collapse of a dam. In 

the rare eventuality of a dam break, the flood may have catastrophic consequences. Some 

examples include the Malpasset dam failure in 1959 in France that caused approximately 

$70 million in losses (Biscarini, 2016), and the Samarco Dam failure in 2015 in Brazil 

that caused the death of 19 people and $5 billion in recovery work (BBC news, 2016).  

Dam break flood modeling is commonly done using either 1-D or 2-D models. 

Due to highly non-hydrostatic pressure distribution right downstream of the dam breach, 

both types of modeling approaches fail to predict the correct flood wave propagation 

(CADAM, 2000). The application of a fully 3-D model for realistic dam break floods is 

practically non-existent. The only example is the recent study of Biscarini (2016) who 

developed a 3-D model to simulate the Malpasset dam break flood event.  

In the present chapter, the developed 3-D model with VOF capabilities is applied 

to simulate two realistic dam break events. The first test case simulates the sudden break 

of the Coralville Dam, which is located upstream of Iowa City, Iowa. The second test 

simulates the sudden break of the Saylorville Dam, which is located upstream of Des 

Moines, Iowa. In both case, a thorough comparison between results obtained with the 

newly developed 3-D model and with a calibrated 2-D model that is routinely used for 

this type of applications is performed. The differences between the predictions of the two 

models in terms of flood propagation speed, hydrographs at representative cross sections, 

free-surface elevation and unit-discharge profiles are analyzed. Using the 3-D model 

results as a target, a methodology is presented to calibrate 2-D models to improve their 

performance.  
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6.2 Coralville Dam break flood 

6.2.1 Set up of 3-D and 2-D model simulations 

The Coralville Dam is a flood-protection dam located upstream of Iowa City, Iowa 

and was built in 1958. It has a total capacity of approximately 570 million m3 and it contains 

an emergency spillway that becomes active once the water level reaches an elevation of 

217 m. The highest water level ever recorded was 219 m on June 15, 2008 during the peak 

of the 2008 flood in the US Midwest.  Figure 6.1 shows the location of the Coralville dam 

with respect to Iowa City. Figure 6.2 shows a close-up view of the dam and its main 

features (e.g., the emergency spillway).  

Due to the large computational extent of the region affected by the dam breaking, 

the mesh had to be optimized significantly in order to mesh the whole domain using a 

reasonable number of computational cells. The domain was split in 3 subparts: the 

Coralville Lake, the transition part connecting the lake with the Iowa River, and the 18-km 

reach of the Iowa River and its floodplain near Iowa City. The Coralville Lake was meshed 

with polyhedral cells. The average cell size was around 100 m in the horizontal plane. A 

minimum of 30 cells were used to resolve the flow in the vertical direction (Figure 6.3). 

The transition part, located right downstream of the lake, was meshed with a much higher 

resolution in the horizontal directions. The average cell size near the bed was 0.3125 m 

near the bed. The cell size was increasing progressively to a maximum cell size of 1.25 m 

close to the top of the computational domain (Figures 6.3 and 6.4). Finally, the mesh in the 

18-km reach of the Iowa River was meshed with a resolution of approximately 1.25 m in 

the main channel and of 20 m over the floodplain (Figure 6.4). This mesh resolution is 

close to that used in the test cases discussed in Chapter 4, Section 3. The total number of 

cells was approximately 18 million.  

In terms of initial conditions for the 3-D model, the lake was initially filled up to 

an elevation of 219 m, corresponding to the highest ever recorded water elevation, as to 
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propagate the largest dam break flood that could have occurred in the history of the 

Coralville Dam. The flow in the 18-km reach of the Iowa River was initialized using the 

steady state conditions calculated in Chapter 4, Section 3, corresponding to a flowrate of 

245 m3/s. At the start of the simulation (time t=0 s), the column of water inside the 

Coralville Lake is allowed to collapse freely into the downstream areas (transition part and 

the 18-km reach of the Iowa River). 

Results of the dam break 3-D simulation will be compared to those predicted by the 

2-D depth averaged model that was already used in Chapter 4 Section 3. The boundary 

conditions for the 2-D model are similar to the ones employed in Chapter 4 with one 

exception. Based on the findings of Biscarini et al. (2010) and CADAM (2000), calibrated 

2-D depth-averaged models tend to underestimate the flood wave propagation speed and 

fail to predict the peak flowrates caused by the wave propagation as well as the time when 

the peak flowrates are reached. Due to these reasons, the computational domain in the 2-D 

simulation does not include the dam and transition region, where 3-D effects are expected 

to be important. Setting up the 2-D simulation this way increases the chances the 2-D model 

to accurately predict the flood wave propagation in the region situated downstream of the 

dam. The hydrograph predicted by the 3-D simulation in a section situated downstream of 

the dam is specify as the inlet boundary condition for the 2-D model simulation. This 

approach guarantees that at the location of the inlet in the 2-D model simulation, both 

computational models predict the same flowrates during the simulation time. 

The time step was calculated based on a preliminary estimate of the dam break 

flood wave propagation speed. A Froude number, which is in fact the nondimensional front 

velocity, can be calculated using the theory proposed by Benjamin (1968) for gravity 

currents. For a current containing water and advancing in a surrounding air environment, 

an expression for the Froude number can be derived as a function of the height of the 

column of water, h, and the total height of the domain of interest, H (Benjamin, 1968): 
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For a very shallow environment, 0
H

h
. In this limit, the Froude number approaches 2

.The Froude number is defined as: 

gD

U
Fr                                                                 (6.2) 

where U is the characteristic velocity or floodwave propagation speed in the present case, 

D is a characteristic length scale and g is the gravitational acceleration. Assuming that the 

characteristic length scale is the depth of the column of water at the face of the dam and 

assuming Fr= 2 , one obtains: 

gDU 2
                                                               (6.3) 

Using this velocity and assuming CFL=0.2, similar to the other simulations conducted in 

natural river reaches, the time step can be calculated. The time step was estimated to be 

0.05 s.   

6.2.2 Comparison between 3-D and 2-D model (Version 0) 

results 

In this subsection the main features of the flood wave propagation, as predicted by 

the 3-D model, are discussed. Also shown is comparison with the simulation performed 

using the previously calibrated 2-D model (Version 0). The main variable that was 

calibrated in the 2-D model was the Manning’s coefficient. In Version 0, seven different 

values of this coefficient are used to specify the roughness over the different parts of the 

computational domain. These values were obtained based on preliminary calibration of the 

2-D model when applied to calculate various flooding events in the same reach of the Iowa 

River.  

Figure 6.5 shows snapshots of the evolution of the flood wave as predicted by the 

3-D and 2-D model simulations at 6 time instances: 250 s, 500 s, 750 s, 1000s, 2500 s and 
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11625 s after the collapse of the dam (t=0 s). Both solutions predict a gravity current shape 

for the flood wave as it advances. The flood wave in the 2-D model is lagging behind the 

flood wave predicted by the 3-D model. This finding is in agreement with what was 

observed in previous applications of 2-D models for this type of problems (CADAM, 

2000).  

Figure 6.6a the total flooded area predicted by the two models as a function of time. 

The 3-D model inundates faster than the 2-D model. The temporal rate of increase of the 

inundated area is 7 km2/hr in the 3-D model simulation and 5.9 km2/hr in the 2-D 

simulation, which corresponds to a 15% underprediction by the 2D model. After about 1 

hr from the dam break, the rate of increase of the inundated area is about the same in both 

solutions. The peak flood extent is reached at 2.75 hrs after the collapse of the dam in the 

3-D model solution and at 3.25 hrs in the 2-D model solution. This corresponds to a 20% 

overestimation of the time to peak flood extent of the 2-D model with respect to the 3-D 

model predictions. The error of the 2-D model solution with respect to the 3-D model 

prediction is plotted as a function of time in Figure 6.7. The error in terms of flooded area 

ranges from -15% to 6%.  On average, the 2-D model solution is underestimating by 6% 

the flooded area with respect to the 3-D model results.  

Figure 6.8 shows the free-surface elevation along the centerline of the main channel 

of the Iowa River art peak flood extent. Starting from the 2nd river dam and until the end 

of the computational domain the 3-D model and 2-D model Version 0 simulations predict 

a very similar profile. However, upstream of the 2nd dam, the differences between the 

predictions by the two models become more noticeable. For instance, close to the inlet 

section, the differences are close to 3 m, which corresponds to a 20% error with respect to 

the local depth predicted by the 3-D model (~15 m). The differences are, most likely, due 

to the roughness parametrization in the calibrated 2-D model, which uses a relatively large 

value of the Manning’s coefficient in the regions where the 1st and 2nd dams are situated. 
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Moreover, the bathymetry in the region the two dams are present is not fully consistent 

with the construction blueprints of the two dams. 

Figure 6.9 shows the unit discharge distribution at peak flood extent. Qualitatively, 

both solutions look very similar. The regions of high unit discharge are present at 

approximately the same locations inside the computational domain in the two simulations. 

Still, there are some differences. The 2-D model predicts two ‘generic’ regions of relatively 

high unit discharge. The first one is situated over the main channel of the Iowa River. The 

other one corresponds to regions uniting deeper parts of the flow once the floodplain 

becomes inundated and the flow tends to follow a shorter path in between the deeper 

regions. Solutions predicted with St. Venant solvers tend to force the flow through the 

deepest parts of the domain, consistent with Manning’s equation.  The capacity of such 

model to account for phenomena that tend to deviate the flow from following deepest 

regions is quite limited given the inability of such models to account for secondary currents 

and shallow mixing layers developing at the interface between the main channel and its 

floodplain. When applied to a realistic river environment, it means that the regions of high 

unit discharge would tend to be situated over the deepest regions which align with the 

location of the main channel. The 3D model, on the other hand, can capture secondary flow 

and 3-D effects especially as the floodplain starts being inundated. Maybe the most obvious 

effect is that close to the free surface some of the flow changes direction from being 

oriented more or less along the centerline of the main channel to being oriented in a lateral 

direction with respect to the centerline. This effect is more pronounced in regions where 

large high curvature meanders are present.  Another difference in the distributions of the 

unit discharge in the two simulations is that the region of high unit discharge predicted by 

the 3-D model looks more uniform compared to the one predicted by the 2-D model, in the 

sense that the transverse variations in the values of unit discharge are less sharp compared 

to those observed in the 2-D model simulation.  
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At peak flood extent, 22 cross sections were selected along the river reach to 

perform a more quantitative analysis of unit discharge distribution at peak flow extent and 

of the hydrograph. The hydrograph comparison is very relevant since it provides a new 

metric to evaluate the propagation speed of the flood wave. Figure 6.10 shows the 

hydrographs predicted by the 3-D model and 2-D model simulations at 6 representative 

cross sections. Here, only the comparison between the 3-D model simulation and the 2-D 

model Version 0 simulation is discussed. The 3-D model predicts a faster increase of the 

flowrate compared to the 2D model until the peak levels are reached at each cross section. 

This finding is consistent with the temporal variation of the inundated area in Figure 6.6a. 

The more downstream the cross section is situated, the larger the difference between the 

times the peak flow rate is reached in the 2-D model and 3-D model simulations. For 

example, the difference is close to 0.7 hr at section 9 and close to 2 hrs at sections 15 and 

18. The difference in time was taken as the difference between the time it took the 2-D 

model to reach its corresponding peak flowrate and the time it took the 3-D model to reach 

its peak flowrate. However, a similar analysis can be performed comparing the time it took 

both models to reach the peak flowrate captured by the 3-D model. This analysis was not 

performed since at some cross sections the 2-D model did not reach the peak flowrate 

captured by the 3-D model, and in the cross sections that it did, it would yield the same 

conclusions as the ones obtained from the aforementioned analysis performed.  

It was found that 15 out of 22 cross sections showed good agreement between the 

unit discharge profiles predicted by the 3-D model and 2-D model simulations. The 

hydrographs for several sections where good agreement was observed are shown in Figure 

6.11. Figure 6.12 shows the hydrographs at four cross sections where poor agreement was 

observed between the two simulations. For example, Section 4 is located in the region 

where the flow transitions from being mainly situated over the main channel to a region 

where the 3D model predicts most of flow is advected over the floodplain. By contrast, the 

2-D model predicts high values of the unit discharge over the main channel, followed by 
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reduced values of the unit discharge on the floodplain next to the main channel. This is 

followed by an increase of the unit discharge to peak values that are close to those predicted 

by the 3-D model in the region situated over the floodplain where incoming flow is 

advected mostly from upstream over the shallower regions. Section 9 is located right 

downstream from a bridge contraction (Figure 6.13), in a region where the flow expands 

and 3-D effects are important. The unit discharge distribution predicted by the 2-D model 

at section 9 is very different from the one predicted by the 3-D model. In particular the 2-

D model severely underpredicts the peak unit discharge in the main channel. It then predicts 

a much slower decay of the unit discharge away from the banks of the main channel 

compared to the 3-D model simulation.  Section 13 is located in the middle of a high 

curvature part of the channel. The secondary flow leads to a redistribution of the unit 

discharge in the cross section that is not captured by the 2-D model. Section 17 is located 

close to the 2nd river dam. As expected, the flow is highly three dimensional right 

downstream of the dam. Most of the differences in the unit discharge predictions are 

observed over the part of the floodplain situated next to the main channel. Significant 3-D 

effects are induced in this region because of the mixing layer generated by the difference 

in depth-averaged velocities, bed roughness and flow depths. This explains why the 2-D 

model overestimates by about 30% the amount of flow advected over the main channel 

part of the cross section. 

Consistent with other studies, the calibrated 2-D models failed to accurately capture 

the speed of propagation of the flood. The hydrographs predicted by the 2-D model showed 

a longer time for the discharge to reach peak values compared to the 3-D model. The 2-D 

model also predicted higher free-surface elevations compared to the 3-D model. While the 

2-D model predictions of the unit discharge profiles were in many regions in good 

agreement with the 3-D model predictions, significant differences were observed in regions 

where 3-D effects are expected to be important. 
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6.2.3 Recalibration of 2-D model based on 3-D model 

results 

The next subchapter will propose a simple way to improve the predictions of 2-D 

model based on the 3-D model predictions via recalibration of the Manning coefficient 

values prescribed over the main channel and the flood plain. Based on Manning’s equation, 

the roughness coefficient is inversely proportional to the discharge. Since the 2-D depth-

averaged simulation using the 2-D model with the original calibration underestimated the 

speed of the flood wave, the Manning’s coefficient needs to be decreased over part or the 

whole domain.  

Three additional simulations were performed using the 2-D model. In the 2-D 

Model – Version 0 simulation, 7 different values were used for the Manning’s coefficient 

throughout the computational domain based on the original calibration. In the 2-D model 

Version 1 simulation the Manning coefficient in the main channel was decreased from 

0.035 to 0.015, while its values in the other parts of the domain were left unchanged with 

respect to Version 0.  This modification was based on the estimation of the value of the 

Manning coefficient based on the equivalent roughness height used in the 3-D simulation 

of flow in the reach of the Iowa River discussed in Chapter 5.  In the 2-D model Version 1 

simulation the Manning coefficient is set equal to 0.015 over the whole domain. In the 2-

D model Version 3 simulation the Manning coefficient in each of the subregions defined 

in Version 0 is multiplied by 0.43, which is the ratio between the value of the Manning 

coefficient in the main channel based on the roughness used in the 3-D simulation 

(n=0.015) and the corresponding value used in Version 0 (n=0.035). Table 6.1 shows the 

different Manning’s coefficients used for all versions of the 2-D model.  
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Table 6.1 Manning’s coefficient for the different versions of the 2-D model for the 

Coralville Dam Break 

  

2-D Model 

Version 0 Version 1 Version 2 Version 3 

River Channel 0.035 0.015 0.015 0.015 

Field 0.040 0.040 0.015 0.017 

Woods 0.120 0.120 0.015 0.051 

Pavement 0.013 0.013 0.015 0.006 

Low Density Development 0.050 0.050 0.015 0.021 

Medium Density Development 0.075 0.075 0.015 0.032 

High Density Development 0.100 0.100 0.015 0.043 

 

Figure 6.6 compare the inundation extent as a function of time predicted by the 3-

D model with those predicted by the 2-D model simulations. Compared to the original 

model set up, Version 1 better predicts the rate of increase of the inundated area during the 

initial stages of the flood wave generated by the dam break, as the difference with the 3-D 

predictions decays from 15% underestimation to about 11%. However, Version 1 

predictions are not closer to the 3-D model predictions than Version 0 predictions during 

the later stages of the propagation of the flood wave. Version 2 predicts a faster rate of 

increase of the inundated area during the initial stages compared to the 3-D model 

predictions (14% increase). During the later stages of the propagation of the flood wave, 

Version 2 predictions remain quite close to the 3-D model prediction. Finally, Version 3 

follows very closely the 3-D model prediction of the temporal variation of the inundated 

area over the first 2.5 hrs of the flood wave propagation.  

All 2-D simulations predict a larger peak flood extent compared to the 3-D model. 

However, the difference is less than 5%. Figure 6.7 shows the percentage difference 

between the 2-D and 3-D model predictions of the flood inundation extent as a function of 

time. The differences predicted by Version 1 simulation range from -10% to 2%, compared 

to the -15% to 6% range predicted Version 0. Versions 2 and 3 predict differences with the 

3-D model ranging from -2% to 9% and from -6% to 5%, respectively (Table 6.2). The 
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time-averaged percentage difference predicted by Version 2 and 3 (1.4% and -1.7%) are 

significantly lower than those predicted by the other versions (~6%).  

 

Table 6.2 Comparison of percentage difference 

between 2-D model and 3-D model predictions of 

the flooded area as a function of time 

  

Range of 

percentage 

difference  

Average 

percentage 

difference 

2D-Version 0 [-15% - 6%] -6% 

2D-Version 1 [-10% - 2%] -6% 

2D-Version 2 [-2% - 9%] 1.4% 

2D-Version 3 [-6% - 5%] -1.7% 

 

Figure 6.8 shows the free-surface elevation along the centreline of the main channel 

of the Iowa River at peak flood extent. Downstream of the second river dam, the predictions 

of 2-D model simulations are close to each other and also close to the 3-D model prediction. 

However, upstream of the 2nd river dam, significant differences are observed among the 

various 2-D model predictions. Version 1 predicts a free-surface profile that is very similar 

to the one predicted by version 0. Version 2, on the other hand, predicts a free-surface 

profile that is very close to the one predicted by the 3-D model over the whole river reach. 

Version 3 also shows a significant improvement compared to versions 1 and 2, in terms of 

its agreement with the 3-D model prediction. 

Figure 6.10 compares the hydrographs predicted by the 2-D model and 3-D model 

simulations at 6 representative cross sections. Compared to the agreement observed for 

version 0, version 1 shows only slightly better agreement with the 3-D model hydrographs 

during the initial stages of the flood wave propagation, when the flow rate increases 

rapidly. This is explained by the smaller value of the Manning’s coefficient in the main 

channel in version 1 (0.015) compared to version 0 (n=0.035) which allows water to move 

faster in the main channel. The hydrographs predicted by versions 2 and 3 show much 
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better agreement with the corresponding 3-D hydrographs compared to the one observed 

for versions 0 and 1.  

Despite the fact that versions 2 and 3 accurately predict the hydrographs and the 

rate of increase of the flooded area, some significant differences are sometimes observed 

between the 2-D model and 3-D model predictions of the unit discharge profiles (Figure 

6.11 and 6.12). Overall, one cannot say that versions 2 and 3 predict more accurately the 

unit discharge profiles at the analysed sections compared to versions 0 and 1. Still, the level 

of agreement with the 3-D model is acceptable.  

6.3 Saylorville Dam break flood 

Saylorville Dam is a flood protection dam located upstream of the City of Des 

Moines. The dam was built in 1977. It backs up water from the Des Moines River before 

the city of Des Moines. The highest water level ever recorded was 272 m, which occurred 

on July 11, 1993 during the Great Flood of 1993 that affected the US Midwest. Figure 6.14 

shows the location of the Saylorville dam with respect to the city of Des Moines. Figure 

6.15 shows a close-up view of the Saylorville dam.  

The physical size of computational domain is larger than the one used in the 

Coralville Dam break simulation. The length of the Des Moines River downstream of the 

Saylorville Dam included in the computational domain is 34 km, compared to the 18 km 

length of the Iowa River in the computational domain used to simulate the failure of the 

Coralville Dam. Additionally, there are two tributaries feeding into the Des Moines River: 

Beaver Creek and the Raccoon River. The computational domain includes an 8-km long 

reach of the Beaver Creek and a 27-km long reach of the Raccoon River. The total number 

of computational cells was close to 40 million.  

In the 3-D model simulation, the lake was initially filled up to an elevation of 272 

m, corresponding to the highest ever recorded water elevation in the lake. The areas situated 

downstream of the dam did not contain any water at the start of the simulation.  The column 
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of water inside the Saylorville Lake is allowed to collapse freely into the downstream areas, 

which generates a flood wave. All the other boundary conditions and simulation set up 

procedures are identical to the ones used in the 3-D simulation of the Coralville dam break 

up. The 3-D simulation was ran with a time step corresponding to a CFL number equal to 

0.2. Due to the very large computational cost associated with this dam break simulation, 

the solution was only calculated until 3.75 hrs (13500 s) after the dam break occurred.    

HEC-RAS 2D was used to perform the 2-D simulations because a calibrated model 

for this region was available from the Iowa Flood Center. The 2-D simulation using the 

calibrated Manning’s coefficients for the Des Moines River is referred to as version 0.  The 

boundary conditions used in this 2-D model are of the same types as the ones used to set 

up the 2-D simulations of the Coralville Dam break (see Section 6.2). A hydrograph was 

recorded based on the 3-D simulation results at the location situated immediately 

downstream of the dam, where the computational domain starts in the 2-D simulations. 

This hydrograph was then used to specify the water elevation and discharge at the inlet 

boundary for the 2-D simulations.  

Figure 6.16 shows snapshots of the evolution of the flood wave generated by the 

dam break at 6 time instances (t=250 s, 500 s, 1000 s, 2000s, 400 s and 13500 s) in the 3-

D and 2-D (version 0) simulations. The flood wave predicted by the 2-D model is lagging 

behind the one predicted by the 3-D model. This finding is consistent with what was 

observed in Section 6.2 for the Coralville Lake dam break simulations. 

The temporal evolutions of the flooded area predicted by the 3-D and 2-D version 

0 simulations are compared in Figure 6.17a. Fairly significant differences are observed in 

the predicted values of the average rate of increase of the flooded area at different stages 

of the flood wave propagation in the two simulations. During the initial stages (t<0.5 hrs), 

the rate of increase of the inundated area predicted by the 3-D model is 59 km2/hr, while 

that predicted by the 2-D model version 0 is 48 km2/hr. This corresponds to an 18% 

underprediction by the 2-D model, which is comparable to the underprediction observed in 
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the Coralville Lake dam break simulation (15% over the initial stages using another 

calibrated 2-D model). Between t=0.5 hrs and t=1.25 hrs, the rate of increase predicted by 

the two models are comparable (10 km2/hr vs 12 km2/hr). While the 2-D simulation reaches 

a regime where the rate of increase of the inundated area is close to 10km2/hr until the end 

of the simulation, the rate of increase is subject to much stronger variations (between 5 

km2/hr and 22 km2/hr) in the 3-D simulation.  

 Figure 6.18 quantifies the percentage difference between the 2-D model 

simulations and the 3-D model. For the version 0 simulation, the 2-D model underestimates 

the inundated area at all times (error range is -70% to -5%). The error is less than 15% for 

t>0.5 hrs. The large differences observed over the initial stages are attributed to 3-D non-

hydrostatic effects that appear to be very strong even if the 2-D model does not try to 

simulate the flow inside the lake and at the location of the dam where the flood wave is 

forming, a phenomenon that is tougher to accurately simulate using a 2-D depth averaged 

model. Since the solution did not reach peak inundation extent at the final time of 

simulation (t=3.5 hrs) it is not possible to get an estimate by what amount of time the 2-D 

model underestimates the time at which the peak flood extent is observed.   

Figure 6.19 compares the free surface profiles along the main channel of the Des 

Moines River at t=3.75 hrs. The (calibrated) 2-D model version 0 predictions are very close 

to the 3-D model prediction. Close to the inlet the differences are of the order of 1 m for a 

channel depth of approximately 10 m, meaning an error of approximately 10%. At a 

distance of about 15 km (section 6-6 in Figure 6.16), the free-surface elevation drops 

because of the local bathymetry features over the flood plain which redirects most of the 

incoming flow toward the main channel. Downstream of this constriction, the free surface 

elevations predicted by the two simulations are very close to each other. Due to the fact 

that the flood wave in the 2-D version 0 simulation does not propagate as fast as in the 3-

D simulation, the front of the wave stops at around 27 km at t=3.5 hrs in Figure 6.19.  
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A total of 16 cross sections were chosen along the centerline of the main channel 

of the Des Moines River to perform a more quantitative analysis of the predicted 

hydrographs and unit discharge distribution at peak flow extent. The locations of these 

cross sections are shown in Figure 6.16. Figure 6.20 compares the hydrographs at cross 

sections 2, 4, 6, 8, 10 and 12. Consistent with results in Figure 6.17a, the 3-D simulation 

predicts a faster increase of the flowrate at these sections compared to the 2-D model 

version 0 simulation during the initial stages of the hydrograph. The further the cross 

section is located with respect to the dam, the more noticeable these differences are. At 

Section 2 both simulations show a similar increase of the flowrate during the initial stages 

and a similar value of the time to peak and corresponding discharge. At Section 8, the 

flowrate in the 2-D version 0 simulation starts increasing 0.2 hrs after that happens in the 

3-D simulation. The difference in the time to peak is about the same and the peak discharge 

is smaller by about 10% in the 2-D simulation. The trend continues at Section 12, where 

the time difference is close to 0.4 hrs and the peak discharge is about 20% smaller 

compared to the value predicted by the 3-D simulation.  

In terms of unit discharge profiles, it was found that 13 out of 16 cross sections 

showed good agreement between the two simulations. Figure 6.21 shows the unit discharge 

profiles in the cross section at 6 sections that showed good agreement between the 3-D and 

the 2-D version 0 simulations. Figure 6.22 shows the same information at three cross 

sections that showed poor agreement between the two simulation results. Generally, these 

sections were situated in regions where 3-D effects (e.g., increased flow non-uniformity in 

the vertical direction, strong cross-flow secondary motions) are expected to be significant. 

For example, Section 2 is located in a shallow region where the flow is expanding laterally. 

While the 3-D model predicts a fairly uniform increase of unit discharge from the left 

floodplain to the right floodplain, the 2-D version 0 simulation predicts a sharp increase of 

the unit discharge over the main channel compared to the values observed on the two 

floodplains. This behavior has also been observed in the 2-D simulation of the Coralville 
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Lake dam break and is due to the tendency of 2-D solvers to force the flow predominantly 

over the deepest regions of the domain. Significant 3-D effects are also expected at the 

other 2 cross sections for which results are shown in Figure 6.22. Section 10 is located in 

the middle of a curved region of the main channel of the Des Moines River. Section 12 is 

located around the location where the cross-section of the Des Moines River reduces 

significantly. In both of these cross sections, the 3-D simulation predicts a much higher 

peak unit discharge compared to the 2-D version 0 simulation.  

6.3.1 Improvement of 2D depth-averaged results 

Similar to the approach used in Section 6.2, additional modifications will be 

implemented in the 2-D model to try to obtain a better agreement with the 3-D simulation. 

As decreasing only the value of the Manning’s coefficient in the main channel (version 1) 

was shown in Section 6.2.1 not to lead to a significant improvement, only simulations in 

which the Manning coefficients were specified in a way similar to what was done in 

versions 2 and 3 were performed. Table 6.3 shows the Manning’s coefficients for the 

versions of the 2-D models being used for this analysis. 
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Table 6.3 Manning’s coefficient for the different versions of the 2-

D model for the Saylorville Dam Break 

  

2-D Model 

Version 

0 

Version 

2 

Version 

3 

River Channel 0.035 0.015 0.015 

Barren Land 0.090 0.015 0.039 

Cultivated Crops 0.037 0.015 0.016 

Deciduos forest 0.100 0.015 0.043 

High Intensity Development 0.150 0.015 0.064 

Medium Intensity 

Development 0.100 0.015 0.043 

Low Intensity Development 0.050 0.015 0.021 

Development - Open Space 0.020 0.015 0.009 

Emergent wetlands 0.045 0.015 0.019 

Evergreen forest 0.110 0.015 0.047 

Hay/Pasture 0.033 0.015 0.014 

Herbaceuous 0.034 0.015 0.015 

Mixed forest 0.100 0.015 0.043 

open water 0.020 0.015 0.009 

Shrub/Scrub 0.050 0.015 0.021 

Woody wetlands 0.100 0.015 0.043 

 

In the 2-D version 2 simulation the Manning coefficient in set to 0.015 over the full domain. 

In the 2-D version 3 simulation, the Manning coefficient used in the version 0 simulation 

are multiplied by the ratio (0.43) between the calibrated Manning coefficient value in the 

main channel (n=0.035) and the value estimated based on the equivalent roughness 

(n=0.015).  

Figure 6.17 compares the temporal evolution of the inundation area between the 3-

D model prediction and the various 2-D simulations. During initial stages of the flood wave 
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propagation (t<0.5 hrs), the rate of the increase of the inundated area in the 2-D version 2 

simulation is very close to that shown by the 3D model, which is a first improvement 

compared to version 0 results (Figure 6.17b). The agreement between the 2-D version 2 

and 3-D simulations remains very good until t=2.25 hrs. At larger times, the 2-D version 2 

simulations overpredicts the total inundated area but the differences are less than 10%. The 

temporal variation of the inundated area predicted by the 2-D version 3 simulation shows 

even better agreement with the one predicted by the 3-D simulation (Figure 6.17c). The 

agreement remains very good until the end of the simulation. Figure 6.18 characterizes in 

a more quantitative way how close the inundated region predicted by the three 2-D 

simulations is to the 3-D prediction during the flood wave propagation (0<t<3.5 hrs). All 

versions predict large errors over the first couple of minutes of the wave propagation. These 

errors are probably unrelated to the Manning coefficient values specified in the 2-D model. 

However, for t>0.5 hrs version 0 underestimates by up to 20% the inundated area predicted 

by the 3-D simulation, while version 2 overestimates it by up to 12%. Clearly, for the 

Saylorville Lake version 3 gives the most accurate results during the simulated time as the 

difference varies between -6% and 6%. Table 6.4 summarizes the performance of the three 

2-D simulations in predicting the temporal evolution of the inundated area. 

 

Table 6.4 Comparison of percentage difference 

between 2-D model and 3-D model predictions of 

the flooded area as a function of time 

  

Range 

percentage 

difference 

Average 

percentage 

difference 

2D-Version 0 [-70% - -5%] -16% (16%) 

2D-Version 2 [-60% - 10%] 2% (6%) 

2D-Version 3 [-70% - 13%] -3% (4%) 
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In terms of the free-surface elevation predictions along the centreline of the main 

channel of the Des Moines river at t=3.5 hrs, the 2-D version 2 and 3 simulations show 

very good agreement with the 3-D simulation at all locations, something that is not the case 

for the 2-D version 0 simulation.  The hydrographs predicted by the 2-D version 2 and 3 

simulations are also in better agreement with the ones predicted by t eh 3-D simulation. 

Version 2 tends to overpredict slightly the peak flow rate, but overall the discharge at all 

six cross sections shown in Figure 6.20 starts increasing at about the same time in the 2-D 

versions 2 and 3 and in the 3-D simulations. The peak discharge is also reached at about 

the same time in the three simulations. So, the analysis of the hydrographs barely favours 

version 3. As for the analysis conducted for the Coralville Lake, the predictions of the unit 

discharge profiles by the 2-D version 2 and 3 simulations are not necessarily more accurate 

than those of the 2-D version 0 simulation (see Figures 6.21 and 6.22). Overall the unit 

discharge profiles predicted by the three 2-D simulations show a similar level of agreement 

with the profiles predicted by the 3-D simulation. 

6.4 Conclusions 

In this chapter the 3-D model was extended and applied to predict he propagation 

of flood waves generated by the sudden collapse of a dam. These type of problems are 

characterized by sudden changes in the free surface elevation, especially during the initial 

stages of the flow. Two realistic dam break scenarios were simulated and results were 

compared to those given by two 2-D depth averaged models currently used by the Iowa 

Flood Center to predict floods in the state of Iowa. The 2-D simulations using the calibrated 

values of the Manning coefficient in the region where the flood occurred underpredicted 

the speed of propagation of the flood wave and the area inundated by the flood. Significant 

differences were observed for the hydrographs at different cross sections situated along the 

path of the flood and in the free surface elevation with respect to the 3-D predictions. Using 

the Manning coefficient value corresponding to the mean value of the equivalent bed 
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roughness used in the 3-D simulation, one was able to improve the agreement between the 

3-D and the 2-D model predictions when the calibrated values of the Manning coefficient 

in the different regions of the computational domain were rescaled by the ratio between the 

calibrated value of the Manning coefficient in the main channel and the value 

corresponding to the equivalent roughness height used in the 3-D model.  

Based on the results presented in this chapter, some recommendations are proposed 

to improve the performance of numerical predictions of dam break induced floods for 

realistic large-domain applications.  

1. The reservoir located upstream of the dam as well as regions situated some 

distance downstream of the dam should be simulated using a 3-D code given 

that the flood wave propagation is subject to important 3-D effects and large 

accelerations during the initial stages of the dam break. 

2. A hydrograph from the 3-D simulation should be collected at the inlet of the 

computational domain used in the 2-D model simulation. The inlet of the 

computational domain used in the 2-D simulation should be situated inside the 

3-D computational domain. This hydrograph will be used to specify the inlet 

boundary conditions in the 2-D simulation. 

3. Even if the 2-D model was calibrated for a certain region, it is a good idea to 

try to recalibrate the model using information on the equivalent roughness 

height in the main rivers present in the computational domain (the procedure 

should be similar to the one adopted to set up the 2-D version 3 simulations). 

The 3-D computational domain should contain the upstream part of the 2-D 

domain, such that one can identify which 2-D simulations gives the best 

agreement with the 3-D simulation over the common part of the two 

computational domains.   
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4. Preliminary tests should be performed to insure the time stepping errors in the 

3-D simulations are not significant. Generally, running the 3-D simulation with 

a CFL number less than 0.2 is sufficient to avoid large time stepping errors. 

 

Both 3-D dam break simulations were performed on the Titan HPC cluster at the 

Oak Ridge National lab. Each simulation used around 2500 processor for a mesh of around 

20-30 million cells. A scalability study showed that this number of processors gave the 

optimum performance for the CFD model used and for the grid sizes employed in the 

simulations (Figure 6.23). This corresponds to about 10,000 grid points per processor for 

the Titan HPC cluster. However, this number may be very different on other PC Clusters 

using a different architecture. 
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Figure 6.1 Aerial view of region affected by the break of the Coralville Dam. The region 

includes the Coralville Lake and Iowa City. 
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Figure 6.2 Close-up view of the Coralville Dam, including the main dam and the 

emergency spillway. 
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Figure 6.3 Mesh resolution inside the Coralville Lake (top left panel), near the transition 

between the Coralville Lake and Iowa City (top right panel), and along the 
vertical direction inside the main channel of the river (bottom panel).  
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Figure 6.4 Aerial view of the mesh showing the mesh refinement near different areas of 

interest. These areas include regions located close to the dam, in the main 
channel and over the floodplain of the Iowa River.  
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Figure 6.5 Temporal evolution of flood inundation extent. Results are shown at 6 different 

times after the collapse of the Coralville Dam. A) 3-D model, t=250 s; b) 2-D 
model, t = 250 s; c) 3-D model, t = 500 s; d) 2-D model, t = 500 s; e) 3-D model, 
t = 750 s; f) 2D model, t = 750 s; g) 3-D model, t = 1000 s; h) 2-D model, t = 
1000 s; i) 3-D model, t = 2500 s; j) 2-D model, t = 2500 s; k) 3-D model, t = 
11625 s; l) 2-D model, t = 11625 s. 
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Figure 6.6 Temporal evolution of the total flooded area. A) 3-D model vs. 2-D model-

version 0; b) 3-D model vs. 2-D model-version 1; c) 3-D model vs. 2D model-
version 2; and d) 3-D model vs. 2-D model version 3.  
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Figure 6.7 Percentage difference between the flood inundation extent predicted by the 2-D 

simulations with respect to the 3-D simulation predictions. Results are shown 
for the 2-D model-version 0 (red line), 2-D model-version 1 (green line), 2-D 
model-version 2 (black line) and 2-D model-version 3 (purple line). The error 
is calculated with respect to the 3-D model predictions. 
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Figure 6.8 Free-surface elevation along the centerline of the Iowa River main channel at 

peak flood extent. Comparison between predictions given by the 3-D model 
(blue line), 2-D model-version 0 (red line), 2-D model-version 1 (green line), 
2-D model-version 2 (black line), and 2-D model-version 3 (purple line). 
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Figure 6.9 Unit discharge distribution at t = 5 hrs. a) 3-D model; b) 2-D model-version 0. 
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Figure 6.10 Hydrograph at representative cross sections. The positions of the cross sections 

are shown in Figure 6.9. Results are shown for the 3-D model (blue line), 2-D 
model-version 0 (red line), 2-D model-version 1 (green line), 2-D model-
version 2 (black line) and 2-D model-version 3 (purple line). 
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Figure 6.11 Unit discharge profiles at four cross sections where good agreement is 

observed between the predictions given by the 3-D model (blue line) and the 2-
D model-version 0 (red line). Additionally, results obtained using the 2-D 
model-version 1 (green lines), 2-D model-version 2 (solid black lines) and 2-D 
model-version 3 (purple lines) are shown. The dashed black lines show the 
bathymetry in the cross section.  
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Figure 6.12 Unit discharge profiles at four cross sections where poor agreement is observed 

between the predictions of the 3-D model (blue lines) and the 2-D model-
version 0 (red lines). Additionally, results obtained using the 2-D model-version 
1 (green lines), 2-D model-version 2 (black lines) and 2-D model-version 3 
(purple lines) are shown. The dashed black lines show the bathymetry in the 
cross section.  
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Figure 6.13 View of topography around Section 9. A bridge is situated upstream of Section 

9. The two pictures are taken from different directions.  

 

 

 
Figure 6.14 Aerial view of region affected by the break of the Saylorville Dam. The region 

includes the Saylorville Lake and the City of Des Moines.  
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Figure 6.15 Close-up view of the Saylorville Dam. 



www.manaraa.com

244 
 



www.manaraa.com

245 
 

 
Figure 6.16 Temporal evolution of flood inundation extent. Results are shown at 6 different 

times after the collapse of the Saylorville Dam. a) 3-D model, t = 250 s; b) 2-D 

model, t = 250 s; c) 3-D model, t = 500 s; d) 2-D model, t = 500 s; e) 3-D model, 

t = 1000 s; f) 2-D model, t = 1000 s; g) 3-D model, t = 2000 s; h) 2-D model, t 

= 2000 s; i) 3-D model, t = 4000 s; j) 2-D model, t = 4000 s; k) 3-D model, t = 

13500 s; l) 2-D model, t = 13500 s. The Des Moines River, Beaver Creek and 

the Raccoon River are shown in blue, black and green, respectively. 
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Figure 6.17 Temporal evolution of flooded area. a) 3-D model vs. 2-D model-version 0; b) 

3-D model vs. 2-D model-version 2; c) 3-D model vs. 2-D model-version 3.  
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Figure 6.18 Percentage difference between the flood inundation extent predicted by the 2-

D simulations with respect to the 3-D simulation predictions. Results are shown 
for the 2-D model-version 0 (red line), 2-D model-version 2 (green line) and 2-
D model-version 3 (black line).  
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Figure 6.19 Free-surface elevation along the centerline of the Des Moines River main 

channel at t=3.75 hrs. Comparison between predictions given by the 3-D model 
(blue line), 2-D model-version 0 (red line), 2-D model-version 2 (green line) 
and 2-D model-version 3 (black line).  
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Figure 6.20 Hydrograph at representative cross sections. The positions of cross sections 

are shown in Figure 6.16. Results are shown for the 3-D model (blue line), 2-D 
model-version 0 (red line), 2-D model-version 2 (green line) and 2-D model-
version 3 (black line). 
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Figure 6.21 Unit discharge profiles at four cross sections where good agreement is 

observed between the predictions given by the 3-D model (blue line) and 2-D 
model-version 0 (red line). Additionally, results obtained using the 2-D model-
version 2 (green lines) and 2-D model-version 3 (solid black lines) are shown. 
The dashed black lines show the bathymetry in the cross section. 
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Figure 6.22 Unit discharge profiles at four cross sections where poor agreement is observed 

between predictions given by the 3-D model (blue line) and 2-D model-version 
0 (red line). Additionally, results obtained using the 2-D model-version 2 (green 
lines) and 2-D model-version 3 (solid black lines) are shown. The dashed black 
lines show the bathymetry in the cross section.  
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Figure 6.23 Scalability plot showing the performance of Titan (OLCF HPC cluster) for the 

dam break simulation for the Saylorville Dam test case. 
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CHAPTER 7 CONCLUDING REMARKS AND FUTURE WORK 

A fully 3D RANS non-hydrostatic model with deformable free-surface capabilities 

was developed within an existing CFD code to simulate flood propagation in natural river 

environments. This is one of the first applications of time accurate RANS for this type of 

problems. The study reported in-depth validation of the model followed by its applications 

for several important classes of applications in river engineering and hydrology (flood 

propagation in river reaches and over their floodplains, investigation of pressure scour 

effects when the flow becomes pressurized over part of the domain, floods induced by a 

dam break). The study also compares the capabilities of the 3-D model with that of standard 

2-D depth averaged models routinely used by agencies and research groups to predict flood 

propagation in natural river environments.   

7.1 Concluding remarks 

The proposed 3-D URANS model was first validated for several test cases of 

increasing complexity that tested the different features of the model that are critical to 

accurately predict flood propagation in natural environments. It was found that the 3-D 

model was able to reproduce results obtained in the laboratory experiments with a high 

level accuracy that was as good as or better than that of calibrated 2-D depth-averaged 

codes.  Not surprisingly, the largest differences between 3-D and 2-D model predictions 

for these cases was observed in regions where 3-D effects (e.g., strong secondary cross-

stream currents, strong vertical nonuniformity of the flow in the dominant direction) are 

expected to be important (e.g., high curvature reaches, near hydraulic structures, near flow 

expansion/contraction and near main channel/floodplain transition).  

Once validated, the 3-D model was used as an engineering tool to aid in deciding 

on the most effective design to implement a flood protection measure that may be under 

consideration by the authorities in charge of protecting against flood hazard and flood 

mitigation. As an example, the effectiveness of placing a number of floodwalls at different 



www.manaraa.com

254 
 

locations and of several dam removal strategies to diminish the negative effects of an 

incoming flood wave approaching Iowa City were investigated and recommendations were 

made on what should be the most effective flood protection measure among the ones 

considered.   

One of the possible criticism of using a 3-D models to predict flood propagation in 

real environments is that such models computationally very expensive and simulations take 

a very long physical time to complete compared to state-of-the-art calibrated 2-D codes. 

Though this is a similar criticism to that voiced when the transition was made 10-20 years 

ago from using 1-D models to using 2-D models, it is true that at the present time 3-D 

models are very expensive compared to 2-D models and they cannot be used to simulate 

floods occurring over very large domains and long floods (e.g., with a hydrograph of the 

order of 1 months as was the case for the largest floods occurring in the US Midwest). 

However, the increase in computer power and advances in numerical algorithms will make 

such simulations possible in the not so far future. Meanwhile, there are several way in 

which 3-D simulations that are already feasible today can provide critical information for 

improving our flood modeling capabilities, despite the afore mentioned limitations in terms 

of the time and domain size that can be simulated for field scale applications.  

For example, such simulations can be used as a numerical experiment based on 

which the predictive capabilities of lower order (2-D and 1-D) models can be assessed. 

This is important, given that even test cases of flood propagation in the laboratory generally 

provide only a limited amount of data for validation. Data obtained from observations of 

floods occurring in real environments is even scarcer because of the hazard associated with 

collecting data during the floods. 3-D numerical simulations can be depth averaged, thus 

providing a full data set for validation and eventual recalibration of lower order model. 

Several examples were given in the present study. Another possible use of 3-D simulations 

is in the framework of a hybrid 2D-3D or even 1D-2D-3D approach to simulate floods in 

natural environments where higher order models are used over smaller regions where the 
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flow is more complex. Such approaches are already used in flood modeling in many 

commercial codes where one can build a 1-D model of the whole domain but then switch 

to a 2-D model in regions where the accuracy of the 1-D model is expected to be 

insufficient. Based on the results of the present study, one can argue that a 3-D model 

should be used in dam break flows around the hydraulic structure that fails (dam, levee, 

etc), given that the flow is strongly three dimensional and the flow accelerations are very 

high. Downstream of that region one can switch to a 2-D model.   

Maybe the strongest argument in using 3-D non-hydrostatic models is related to 

problems where the flow locally changes regime during the flood event (e.g., around 

locations where bridges, culverts or other hydraulic structures that limit the vertical 

expansion of the flow as the discharge increases are present). Once the flow becomes 

pressurized, a 2-D model is of no use. The problem is not only that around the region where 

the flow is becoming pressurized the predictions of 2-D models will be wrong, but that the 

failure to account for the changes in the flow around those regions may result in large errors 

in prediction of the flow event over large parts or most of the domain that is simulated. An 

important class of problems for river engineering where a change in the flow regime occurs 

is related to applications where pressure scour effects are present. Pressure scour can be a 

main contributor to local scour in rivers. Given that most of the scour around hydraulic 

structures (e.g., bridge piers, abutments) occurs during flood events, more precisely during 

the times when the flowrate is close to its peak values), accurate quantification of scour 

requires as a prerequisite being able to estimate the bed shear stresses around the hydraulic 

structure during the flooding event, including at times when the flow around the structure 

is pressurized. Using a 3-D model is the only way to obtain this critical information.  

The present study included a test case where the flow became pressurized close to 

the location of a bridge at close to peak flow conditions when the bridge deck becomes 

submerged. Besides estimating the increase in the erosive potential of the flow during the 

time the flow becomes pressurized (once that happens the velocity profile is not anymore 
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logarithmic along the vertical direction, a main assumption in any 2-D or 1-D model), it 

was also possible to isolate the effects of pressure scour on the erosive capability of the 

flow by conducting simulations with and without the bridge present and calculating the 

maximum erosion that can occur locally in the two cases. In a good approximation, the 

difference can be attributed to pressure scour effects. Another issue that these series of 3-

D simulations allowed investigating are hysteresis effects on the bed shear stress. While, 

hysteresis effects in the relationship between the stage and the discharge during flood 

propagation in open channels are well known and received lots of attention, the present 

study showed that such effects are also present in the relationship between the bed shear 

stress and the discharge. Moreover, significant hysteresis effects can be observed for the 

bed shear stress even for cases when hysteresis effects are close to negligible in the stage-

discharge relationship. Given that estimation of the erosive capability of the flow during 

floods relays on accurate estimation of the bed shear stress that is the main variable 

controlling the flux of entrained sediment, accounting for hysteresis effects in the bed shear 

stress-discharge relationship is critical for being able to predict erosion induced by the 

passage of a flood wave over an erodible boundary. 

The present 3-D model was also successfully applied to predict flood wave 

propagation induced by the sudden failure of two dams situated in the vicinity of two cities 

in the state of Iowa.  2-D simulations of the same dam-break events were found to 

underestimate the speed of the wave both in terms of flooding extent and flowrates as a 

function of time and to overestimate the free-surface elevation compared to the 3-D 

simulation. These findings are consistent with those of other studies reported in the 

literature where 2-D models underestimated the speed of propagation of the flood wave.  

In the test cases investigated in this study, this happened even if the computational domain 

used in the 2-D simulation did not contain the dam and its immediate vicinity, where 3-D 

effects are expected to be important, and the hydrograph specified at the inlet of the 

computational domain was taken from the corresponding 3-D simulations that included the 
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lake and the dam. Using the 3-D results, a methodology was proposed to recalibrate the 

Manning coefficients used to specify roughness in 2-D simulations such that the 2-D 

predictions can become closer to the 3-D simulation results.  

7.2 Future work 

As already mentioned, the main challenge of using 3-D models for routine 

predictions of flood propagation in natural systems is the associated computational cost 

and resources required to perform the needed simulations. Besides improvements in 

hardware which results in a speed up of the code, new developments in numerical schemes, 

code parallelization algorithms should result in a significant increase of their computational 

efficiency. The success of the 3-D simulations presented in this study to simulate flooding 

phenomena occurring in idealized and natural environments was due in great part to being 

able to generate a high quality mesh in critical parts of the domain. This process was very 

time consuming and required advanced skills in mesh generation. Though most CFD 

solvers offer automatic mesh generation options, these algorithms are not sufficiently 

adapted to be used for problems involving flooding over natural terrain. As such, 

improvement in numerical algorithms to solve the URANS equations with free-surface 

tracking algorithms on parallel computing platforms and automatic mesh generation should 

make the object of future research.  

In all the simulations performed in this study the bathymetry was assumed to be 

fixed and not to evolve during the simulation. Most flood events take place over erodible 

boundaries. Moreover, most of the erosion of the bed occurs during the flood events when 

the discharge is much larger than the one observed under normal flow conditions. This is 

especially true around hydraulic structures present in the rivers, where most of the local 

scour and in some cases pressure scour take place during the times the times high flow 

conditions are observed in the river channel. As such, future research should be directed 

toward conducting 3-D numerical simulations with sediment transport that can capture the 



www.manaraa.com

258 
 

bed morphology changes induced during the flood. Future research should also try to 

quantify the effect of hysteresis on sediment entrainment from the bed and the errors made 

when hysteresis effects are ignored in more simplified approaches that try to estimate 

sediment entrainment in river reaches. Such simulations where besides the bridge deck the 

bridge piers and abutments are included in the computational domain should allow direct 

estimation of scour induced by the passage of the flood wave in waterways containing 

bridges.  

Development of nested and hybrid modeling approaches integrating 1-D, 2-D and 

3-D modeling approaches in various parts of the computational domain should be a main 

direction for future research in flood modeling and in particular in problems including 

failure of hydraulic structures that generate a flood wave whose evolution (e.g., dam break, 

levee breach), at least during its initial stages is subject to strong 3-D effects. The developed 

model can be easily used to simulate floods induced by levee breach. Such events are 

known to generate even more significant 3-D effects, as the wave flood propagation 

direction is generally not perpendicular to the levee. Predictions using 3-D models should 

be much more accurate than those obtained using 2-D models for this important class of 

problems. Development of strategies to recalibrate 2-D and 1-D models based on 3-D 

simulations should also result in more accurate predictions using the lower order models. 

This can be achieved by performing a systematic series of dam/levee break simulations by 

changing a defined set of parameters, such as curvature of the downstream channel, ratio 

between floodplain/main channel widths, width/depth ratio and/or roughness parameters. 

Such results can then be extrapolated to hypothetical realistic dam/levee break scenarios. 
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